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- Preface: The UARS Project Data Book

In 1976, Congress amended the Space Act, directing NASA to

undertake a comprehensive program of research into the upper

atmosphere. The Upper Atmosphere Research Program was de-
signed in response to that directive. The Upper Atmosphere Re-

search Satellite (UARS), a shuttle-launched, Earth-orbiting

observatory, is the center piece of that program.

Scientific studies have shown that natural events and human-

•-" related activities cause changes in the chemistry and physics of
the upper atmosphere. These studies have led to concern that

mankind's activities may be altering weather, climate, and the

,_ shield of ozone that is important to the protection of life on
Earth.

Although studies to date have let researchers describe these

changes in a general way, we lack the deep understanding that

would permit accurate predictions and could be used as a basis
for policy decisions.

The purpose of UARS is to provide data that will yield a better
understanding of the upper atmosphere, and with it, a better

understanding of the effects of natural events and human activi-
ty on that region.

This data book provides an introduction to the UARS mission

and a comprehensive overview of the UARS system. The infor-

mation in this data book was gathered primarily from technical

memos, design review data packages, published reports, and
handbooks.

Section 1 provides background and perspective. It gives an over-
view of upper atmosphere research to date, and it shows the
role of the UARS mission in relation to other research.



Section 2 gives an overview of the UARS system, including the

ground based portions of the system.

Sections 3 through 6 take a more detailed look at specific as-

pects of UARS.

The Appendices provide a list of UARS participants and contrac-

tors and a list of abbreviations and acronyms.

This data book was prepared by the Astro-Space Division of

the General Electric Company, Valley Forge Spacecraft Opera-

tions, under contract with the NASA Goddard Space Flight

Center, Greenbelt, Maryland.



CONTENTS

THE UARS MISSION (Background and Objec-

tives) ................................ 1-1

1.1 Upper Atmosphere Research ............. 1-1

1.1.1 The Problem: Changes in the Upper
Atmosphere ................... 1-1

1.1.2 The Goal: Understanding the Changes 1-4

1.2 UARS Mission Objectives ............... 1-7
1.2.1 A Global and Comprehensive Look . . . 1-7
1.2.2 UARS Objectives and Measurements.. 1-10

1.3 Mission Characteristics: Orbit, Coverage, and
Resolution .......................... 1- 13

1.4 Observatory Instruments and Theoretical In-
vestigations ......................... 1- 16

1.4.1 Instruments .................... 1-20

1.4.2 Theoretical Investigations .......... 1-26
1.4.3 Observation Requirements and Sce-

narios ........................ 1-30

2 THE UARS SYSTEM ..................... 2-1

2.1 System Summary ..................... 2-1
2.2 Observatory Subsystems ............... 2-3
2.3 Flight Operations ..................... 2-11

2.3.1 General ....................... 2-11

2.3.2 Operation Flow ................. 2-13
2.3.3 Major System Facilities ........... 2-15
2.3.4 Early Activation and Maneuver Re-

quirements .................... 2-18
2.4 Ground Data Processing ................ 2-19

2.4.1 Data System ................... 2-19
2.4.2 Facilities ...................... 2-24

3 THE UARS OBSERVATORY ............... 3-1

3.1 Mechanical Subsystem ................. 3-1

iii



CONTENTS (Cont.)

3.2 Electrical Subsystem ................... 3-5
3.3 Power Subsystem ..................... 3-9
3.4 Attitude Determination and Control

Subsystem .......................... 3-12
3.5 Communications and Data Handling ....... 3-19

3.5.1 On-board Computer .............. 3-24
3.5.2 Commands .................... 3-26
3.5.3 Telemetry ..................... 3-28

3.6 Thermal Control Subsystem ............. 3-31

3.7 Solar Stellar Pointing Platform ............ 3-34
3.8 Shuttle Interfaces ..................... 3-36

4 THE UARS INSTRUMENTS ............... 4-1

4.1 Solar Ultraviolet Spectral Irradiance Monitor . 4-1
4.2 Solar Stellar Irradiance Comparison

Experiment ......................... 4-7
4.3 Particle Environment Monitor ............ 4-15

4.4 Cryogenic Limb Array Etalon Spectrometer . . 4-21
4.5 Improved Stratospheric and Mesospheric

Sounder ........................... 4-28
4.6 Microwave Limb Sounder ............... 4-34

4.7 Halogen Occultation Experiment .......... 4-40
4.8 High Resolution Doppler Imager .......... 4-46
4.9 Wind Imaging Interferometer ............ 4-55
4.10 Active Cavity Radiometer Irradiance Monitor 4-63

5 FLIGHT OPERATIONS ................... 5-1

5.1 Overview ........................... 5-1

5.1.1 Mission Highlights ............... 5-1
5.1.2 Operations Philosophy ............ 5-2
5.1.3 Operations Flow ................ 5-2

5.2 Ground System Description .............. 5-4
5.2.1 Institutional Elements ............. 5-7

5.2.2 Project Unique Elements ........... 5-9
5.3 Roles and Responsibilities ............... 5-11
5.4 Normal Operations .................... 5-12

5.4.1 Routine Planning ................ 5-12
5.4.2 Mission Planning ................ 5-14

iv



- CONTENTS (Cont.)

5.4.3 Command Generation ............ 5-15

5.4.4 Real-time Operations ............. 5-19
5.4.5 Post-contact Follow-up ............ 5-21
5.4.6 Special Observations ............. 5-22

5.5 Special Operations .................... 5-22
5.5.1 Launch and Deployment ........... 5-22
5.5.2 Early Orbit Operations ............ 5-30
5.5.3 Spacecraft Maneuvers ............ 5-33

5.5.4 Contingencies .................. 5-36
5.6 Prelaunch Readiness ................... 5-38

6 GROUND DATA HANDLING SYSTEM ....... 6-1

6.1 Mission Baseline ...................... 6-1
6.1.1 Period of Data Operations .......... 6-1
6.1.2 UARS Investigator Complement ..... 6-1
6.1.3 Data Processing and Analysis Facility

Support for Investigators .......... 6-1

6.1.4 Synchronization of Instrument Opera-
tions with Telemetry ............. 6-2

6.1.5 Time Codes .................... 6-5

6.1.6 Telemetry Readout ............... 6-5
6.1.7 Scientific Data Capture ........... 6-5
6.1.8 Instrument Status Identification ..... 6-6

6.1.9 Availability of Correlative Data ...... 6-6
6.2 Data Processing System Elements ......... 6-6
6.3 Requirements ........................ 6-8

6.3.1 General ....................... 6-8
6.3.2 Data Definitions ................. 6-9

6.3.3 DCF Requirements ............... 6-14
6.3.4 CDHF Requirements .............. 6-16
6.3.5 RAC Requirements ............... 6-26
6.3.6 Communications Requirements ...... 6-27
6.3.7 Data Access Requirements ......... 6-27

APPENDIX A: UARS PARTICIPANTS AND

CONTRACTORS ........... A- 1

APPENDIX B: LIST OF ABBREVIATIONS

AND ACRONYMS .......... B-1

v



List of Figures

1-1

1-2

1-3

1-4

1-5

1-6

1-7

1-8
1-9

1-10

1-11

2-1

2-2

2-3

2-4

2-5

2-6

2-7

2-8

3-1

3-2

3-3

3-4

3-5

3-6

3-7

Changes in the vertical distribution of atmo-

spheric ozone ......................... 1-3

Globally averaged concentrations of trace gases. 1-5
Levels of ozone in the Earth's atmosphere ..... 1-6

A pictorial representation of limb viewing ..... 1-7
The UARS size compared to Nimbus ......... 1-9

The spatial resolution requirements for the limb
viewing instruments ..................... 1-14

Spatial coverage ....................... 1-17
UARS instrument measurements ............ 1-19

The observation requirements .............. 1-32

A typical mission profile .................. 1-33

An operation scenario for a typical orbit ...... 1-34

The UARS system ...................... 2-2

The UARS observatory. .................. 2-3
The UARS observatory science instruments . . . 2-4

The UARS observatory subsystem elements... 2-5

The Multimission Modular Spacecraft (MMS)... 2-6
The UARS Flight Operations Flow ........... 2-14

The Project Flight Operations and system ele-

ments ............................... 2-17

UARS Data System processing elements ...... 2-22

The UARS Instrument Module Primary Structure 3-3

The UARS Instrument Module Secondary Struc-

ture attached to Primary Structure .......... 3-3

Electrical Subsystem Block Diagram ......... 3-7
UARS Power Subsystem Block Diagram ...... 3-10
Block Diagram for Attitude Determination &

Control Subsystem ..................... 3-13

Block Diagram for the Communications and Da-

ta Handling Subsystem .................. 3-21

The Science Major Frame and the Engineering
Major Frame .......................... 3-31

vi



3-8
3-9

3-10

4-1
4-2
4-3
4-4
4-5
4-6
4-7
4-8
4-9
4-10
4-11
4-12
4-13
4-14
4-15
4-16
4-17
4-18
4-19
4-20
4-21
4-22
4-23
4-24
4-25
4-26

5-1

5-2
5-3

TheSolarStellarPointingPlatformConfiguration3-35
BlockDiagramfortheSolarStellarPointingPlat-
form ............................... 3-36
UARSinterfaceswith theShuttle........... 3-37

SUSIMConfiguration................... 4-3
SUSIMFunctionalBlockDiagram........... 4-5
SOLSTICEConfiguration................. 4-10
SOLSTICEOpticalDesignSummary......... 4-11
SOLSTICEFunctionalBlockDiagram........ 4-13
PEMConfiguration ..................... 4-18

PEM Functional Block Diagram ............ 4-19
CLAES Configuration ................... 4-24

CLAES Functional Block Diagram ........... 4-25
ISAMS Configuration ................... 4-29

ISAMS Functional Block Diagram ........... 4-31

MLS Configuration ..................... 4-35

MLS Functional Block Diagram ............ 4-37

HALOE Experiment Geometry ............. 4-42

HALOE Gas Filter Correlation Technique ...... 4-43

HALOE Configuration ................... 4-44

HALOE Functional Block Diagram ........... 4-47
HRDI Configuration ..................... 4-50

HRDI Functional Block Diagram ............ 4-53
WlNDII Optical Schematic ................ 4-57

WINDII Configuration ................... 4-58

WlNDII Functional Block Diagram ........... 4-61

ACRIM II Configuration .................. 4-64

ACRIM II ACR Type V Cavity Assembly ...... 4-65

ACRIM II ACR Type V Detector Module ...... 4-65

ACRIM II Functional Block Diagram ......... 4-67

UARS Ground System Operational Block Dia-

gram 5-5

UARS Flight Operations Team Composition .... 5-13

Flight Operations Planning Flow ............ 5-16

vii



5-4
5-5
5-6

5-7

5-8

6-1

UARSCommandGenerationProcess........ 5-17
Real-timeContactOperations............. 5-20
UARSMissionTimelinefor LaunchandDeploy-
ment............................... 5-24
GroundSystemFunctionsandInterfacesDuring
LaunchandDeployment................. 5-25
GroundSystemConfigurationDuringLaunch
andDeployment....................... 5-27

UARSGroundDataHandlingSystem........ 6-3

viii



List of Tables

1-1

1-2

1-3

1-4

1-5

3-1

3-2

3-3

3-4
3-5

3-6

4-1

4-2

4-3

4-4

4-5

4-6

4-7

4-8

4-9

4-10

Spacecraft mission parameters ............ 1-15

Instrument measurement requirements ....... 1- 16

The ten UARS Instruments provide a compre-

hensive set of atmospheric measurements .... 1-20

The UARS instruments grouped by type of mea-
surement ............................ 1-21

Theoretical investigations ................ 1-27

UARS Observatory Weight Summary ........ 3-6
UARS Power Budget .................... 3-15

UARS Command Usage ................. 3-29
Science Minor Frame Format .............. 3-32

Engineering Format - Samples/Engineering Major
Frame .............................. 3-33

Thermal Control Techniques .............. 3-34

SUSIM Instrument Parameters ............. 4-7

SOLSTICE Instrument Parameters .......... 4-12

PEM Instrument Parameters ............... 4-21
CLAES Instrument Parameters ............. 4-27

ISAMS Instrument Parameters ............. 4-33

MLS Instrument Parameters ............... 4-39

HALOE Instrument Parameters ............. 4-46

HRDI Instrument Parameters .............. 4-52

WlNDII Instrument Parameters ............. 4-60

ACRIM II Instrument Parameters ........... 4-69

ix/x





SECTION 1

THE UARS MISSION

(Background and Objectives)

_o_

Section Page

1.1 Upper Atmosphere Research ....... 1-1
1.1.1 The Problem: Changes in the

Upper Atmosphere ......... 1-1
1.1.2 The Goal: Understanding the

Changes ................ 1-4
1.2 UARS Mission Objectives ......... 1-7

1.2.1 A Global and Comprehensive
Look ................... 1-7

1.2.2 UARS Objectives and Mea-
surements ............... 1-10

1.3 Mission Characteristics: Orbit, Cover-

age, and Resolution ............. 1-13
1.4 Observatory Instruments and Theoret-

ical Investigations ............... 1- 16
1.4.1 Instruments .............. 1-20
1.4.2 Theoretical Investigations .... 1-26
1.4.3 Observation Requirements and

Scenarios ............... 1-30





1. The UARS Mission (Background and

Objectives)

1.1 Upper Atmosphere Research

1.1.1 The Problem: Changes in the Upper Atmosphere

For several decades scientists have sought to understand the

complex interplay between chemistry, physical dynamics, and

radiative processes that govern the structure of Earth's atmo-

sphere. Much attention has now focused on the upper atmo-

sphere, with particular concern about two areas: the possible

effects of natural and man-made influences and the potential

effects of changes in the upper atmosphere on such areas as

climate, weather, and protection provided by the ozone layer.

Starting in the 1930s, balloons, rockets, and, most recently, sat-

ellites such as the Nimbus and the Explorer series have made

measurements of several important features of the upper atmo-

-- sphere. These have provided useful data on temperature, pres-

sure, wind, and chemical composition.

These measurements have yielded important clues to the chemi-

cal nature and physical dynamics of the upper atmosphere. They

have led to significant findings in areas ranging from the realiza-

tion that the ozone layer is controlled by trace amounts of other

substances, to an awareness of the significant role that winds

play in energy transfer and trace gases in the upper atmosphere.

Until now, however, understanding has been limited by the lack

_ of a comprehensive and fully integrated look at this region. Most

measurements have been localized in space, limited in time, or

both. The results have barely opened the door to our under-

standing. It's fair to say that studies to date have raised many

more questions than they have answered.
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Forexample,scientistshaveknownfor sometimethat lifeon
the Earth'ssurfaceis dependenton the verysmallamountof
ozonein the stratosphere.Only recently,however,havere-
searchersrealizedthat the quantityof stratosphericozoneis
controlledbytraceamountsof othersubstances.

Thesourcesof thesetracegasesincludecertainman-made
chemicals,aswellasgasesfromnaturallyoccurringbiological
processes.Thesegasesarereleasedgloballyandriseslowlyinto
theupperatmospherewheretheyarebrokenapartbysunlight.
Someoftheresultingchemicalfragmentsreactwithanddestroy
ozone.

What'smore,thesetracespeciesarenot themselvesdestroyed
in theprocess.Theyremainin theatmosphere,wheretheycon-
tinueto eatawayat theatmosphericozone.

Thesetracesubstancesaretypicallypresentinconcentrations
that arethousandsof timessmallerthanthe concentrationof
ozone,sothatevenasmallchangeintheabsoluteconcentration
ofthesesubstancescanmakeasignificantdifferenceinthecon-
centrationof ozone.

Changesinthetotalamount of atmospheric ozone would affect

the amount of biologically harmful ultraviolet radiation reaching
the Earth's surface. This would have adverse effects on human

health (skin cancer) and on the aquatic and terrestrial ecosys-

tems -- including still unassessed damage to food crops.

Equally important, changes in the vertical distribution of atmo- --

spheric ozone, along with changes in the concentrations of oth-

er gases active in the infrared, could modify the atmospheric

temperature structure, and contribute to a change in climate on _

a regional and global scale (Figure 1-1 ).

1-2



OZONE CONCENTRATION [cm "=)

,,to

Ill
¢3

I,-

5
<

140

120

100

10 t" 10" 10 '= 10 TM

I I I I

40

2O

THERMOSPHERE

MESOSPHERE

TROPOSPHERE

!

100 200 300 400 500

TEMPERATURE (K)

Figure I-1. Changes in the vertical distribution of atmospheric

ozone could modify the atmospheric temperature structure and

contribute to a change in climate.
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Duringthe pastdecade,severaltechnologieshavebeenidenti-
fiedascontributorstothetracegasesthatrelateto ozonedeple-
tion. Thesetechnologiesincludesubsonicand supersonic
aircraftthatreleasenitrogenoxides,fertilizersthatreleasenitro-
genoxides,andvariousdevicesthat releasefluorocarbons,in-
cludingspraycans,refrigerators,andair conditioners.Recently
it hasalsobecomeclearthatthesesametechnologiesandgases
areimportantin theclimateissue.

Significantnaturalsourcesof tracespeciesincludeoutgassing
fromthe Earth'sinterior,interchangeof gasesbetweenocean __
andatmosphere,interchangeof gasesbetweenlivingorganisms
andtheatmosphere,andinteractionsof atmosphericgaseswith
energyfromthesun.

Thereisalreadycompellingevidencethatthecompositionof the
atmosphereischangingonaglobalscale.Inrecentyears,mea- --
surementstakenfromballoons,soundingrockets,andsatellites
havedetectedincreasinglevelsof ozone-destroyingchemicalsin
the upperatmosphere,whiledatafromthe Nimbus-7satellite
haverevealeda markedtrendof ozonedepletionin theatmo-
sphereoverAntarcticaduringthe SouthernHemispherespring
(Figures1-2and1-3). Theamountof thisdecreasehasgrown
steadilyhigher,recentlyreachingmorethan40 percent.

1.1.2 The Goal: Understanding the Changes

The underlying goal of upper atmosphere research is to under-

stand the chemistry, dynamics, and energy balance above the
troposphere as well as the coupling between these processes

and between atmosphere regions. This implies an understand-

ing of the mechanisms that control upper atmosphere structure --

and variability, as well as an understanding of how the upper

atmosphere responds to natural and man-made causes. Of par-
ticular concern is the effect of mankind's activities on the chem-

istry of the upper atmosphere.
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Figure 1-2. Globally averaged concentrations of trace gases
such as methane (CH 4) have been steadily increasing.
These gases may contribute to the depletion of ozone

in the atmosphere.

(Ref: Present State of Knowledge of the Upper Atmosphere."
An Assessment Report, NASA, January 1986.)

Because even minor changes in climate can have a major effect

on such basic activities as food production, and because

changes in the atmospheric ozone would have an important ef-

fect on the amount of biologically harmful ultraviolet radiation

reaching the Earth's surface, this last area of study -- the effect

of human activity on the upper atmosphere -- has important

practical consequences for I_olicies that could affect such activi-

ty.
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Recentadvancesin remotesensingtechnologyanddatapro-
cessingtechnologynow makeit possibleto investigatethe
changesin the Earth'satmosphere.Of particularnotearead-
vancesin limb viewingtechniqueswheremeasurementsare

made by viewing towards the horizon. These techniques were

explored in satelites such as the Nimbus and Explorer series and
have since been improved. (A pictorial representation of limb

viewing is shown in Figure 1-4). Of equal importance are ad-
vances in computer technology that make it possible to deal

with vast amounts of information.

SATELLITE INSTRUMENT

LINE OF SIGHT

Figure 1-4. A pictorial representation of limb viewing.

NASA's research on the upper atmosphere takes advantage of

these advances with the goal of answering some of the impor-

tant questions about this region of the Earth's environment.

1.2 UARS Mission Objectives

1.2.1 A Global and Comprehensive Look

In 1976, Congress amended the National Aeronautics and

Space Act, directing NASA to undertake research to understand

the upper atmosphere and its susceptibility to change. The Up-

per Atmosphere Research Satellite (UARS) is a critical element in
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meetingthat directive.It is partof a balancedeffort aimedat
gathering,processing,andinterpretingthe datathat will help
supplyanswersto questionsaboutthe Earth'supperatmo-
sphere.

To fulfill the Congressionaldirectiverequiresa continuous,
global,andcomprehensivelookattheupperatmosphereoveran
extendedperiodof time-- withcomprehensivedefinedto mean
a coordinatedandsimultaneoussetof measurementscovering
all importantvariables.Thisisbestaccomplishedwithallinstru-
mentscarriedonasinglespacecraft,sothatthemeasurements
areeasilycorrelatedin timeandspace.

TheUARSmeetstheseneeds.It takesadvantageof boththe
recentadvancesinremotesensingtechnologyandtoday'sabili-
ty to put largerpayloadsintoorbit -- anabilitythat makesit
possibleto designlarger,moresensitivesatellite-borneinstru-
ments,all of whichcanbecarriedon a singlespacecraft(see
Figure1-5).

TheUARSobservatorywill providesimultaneous,coordinated
measurementsof atmosphericinternalstructure(traceconstitu-
ents,physicaldynamics,radiativeemission,thermalstructure,
density)andmeasurementsof the externalinfluencesacting
upontheupperatmosphere(solarradiation,troposphericcondi-
tions,magnetosphericparticles,electricfields).In addition,the
combinationof orbitandinstrumentdesignwill providenearly
globalcoverage.

ThemissionlifetimewillspantwoNorthernHemispherewinters.
(Thisis theseasonandareaof the largestnaturalvariationsin
theatmosphere.)Theorbitwaschosento permitthedistinction
betweendailyandseasonaleffectsaswellasprovidingnearly
full globalcoverage.
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NIMBUS-7
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15,000 LBS

15' DIAMETER
32' HIGH

Figure I-5. UARS carries more sensitive instrumentation than

previous generations of spacecraft.
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DatafromtheUARSsatellitewillbesupplementedwith informa-
tion gatheredfrom groundinstruments,balloons,airplanes,
soundingrockets,andothersatellites.Takentogetherwith labo-
ratorystudiesandtheoreticalanalyses,thedatashouldyieldthe
informationresearchersneedto buildaccuratemathematical
modelsof the Earth'satmosphere.Themodels,in turn, will let
usunderstandandpredictthereactionof theupperatmosphere
to naturaleventsandhumanactivities.Andgiventhe abilityto
understandandpredicttheseeffects,wewillalsogainanunder-
standingof how to protectthis regionof the Earth'senviron-
ment.

1.2.2 UARS Objectives and Measurements

Program Objectives

The three major objectives of the UARS Program are essentially

the same as the underlying objectives for upper atmosphere re-

search in general. They are:

1. to understand the coupled energy input, chemis-

try, and dynamics as well as the coupling among

these processes, all of which control upper atmo-
sphere structure and variability.

2. to understand the response of the upper atmo-

sphere to natural and human-caused changes.

3. to define the role of the upper atmosphere in cli-

mate and climate variability.

In addition to being directly responsive to NASA's congressional

directive, these overall objectives and the method of implemen-
tation are consistent with recommendations made in the Nation-

al Academy of Sciences report "Solar-System Space Physics in
the 1980's: A Research Strategy."
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MissionObjectives

ThespecificUARSmissionobjectivesareto study:

1. energyinputandlossintheupperatmosphere,

2. globalphotochemistryof theupperatmosphere,

-- 3. dynamics of the upper atmosphere,

4. the coupling among these processes, and

5. the coupling between the upper and lower atmo-

sphere.

These specific objectives are briefly explained in the following

paragraphs.

Energy Input and Loss

Solar heating, combined with cooling by emission in the thermal
infrared, produces most of the seasonal, latitudinal, and vertical

variability of the thermal structure. This in turn controls most of

the dynamics of this region. Therefore, a quantitative under-

standing of the atmospheric radiative processes is essential to

investigations of the dynamics and chemistry of the upper atmo-

sphere. UARS will measure solar ultraviolet radiation (input), par-

ticle sources (input), and radiative emission of constituents
(loss).

Photochemistry

_ A qualitative understanding now exists of the sources, sinks,

and budgets of most of the known upper atmosphere constitu-

ents. A quantitative understanding of atmospheric photochemis-

try is essential both to predict reliably the effect of perturbations

-- (e.g., due to halocarbons and fertilizers) on the upper atmo-
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sphere and to assess the reliability of these predictions. UARS

will make measurements of source and sink molecules of the

nitrogen, hydrogen, and chlorine families and will make observa-

tions of short-lived derivatives (e.g., participants in chemical re-

actions such as ozone destruction). It will also make

measurements of diurnal variations in atmospheric constituents.

Dynamics

Many constituents in the upper atmosphere have chemical life-

times comparable to or longer than the time scales associated

with transport phenomena. For these species, consideration of

dynamics must accompany photochemical calculations to cor-

rectly explain observed constituent concentrations. UARS will

measure motions on a global scale and will measure seasonal

variations, with emphasis on Northern Hemisphere winters.

Coupling Among the Various Processes

The energetics, chemistry, and dynamics of the upper atmo-

sphere cannot be treated in isolation from each other. They are

highly coupled processes with both positive and negative feed-

backs among them. The net effect of these couplings may be

either to enhance or decrease the original ozone change. A full

understanding of possible human-related perturbations to the oz-

one layer requires that the energy sources and sinks, photo-

chemical processes, and dynamic processes be treated as a

coupled system for the global-upper atmosphere.

Coupling Between the Upper and Lower Atmosphere

In addition to the coupling processes already mentioned, it is

essential to consider radiative, dynamic, and chemical coupling

between the upper and the lower atmosphere. To establish defin-

itively the role of the upper atmosphere in weather and climate,

reseachers require global observations of the upper atmosphere

and its dynamic links to the troposphere as well as extensive
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theoretical work. However, current forecast models of the lower

atmosphere provide at least one indication that significant links

exist: those models that include the stratosphere consistently

give better forecasts than those that do not.

1.3 Mission Characteristics: Orbit, Coverage, and

Resolution

The orbit altitude and inclination for the UARS mission are signif-

icant because the relationship of the satellite to both Earth and

sun is important. That relationship is dictated by the require-

ments for the measurements to be made: temperature, pressure,

chemical composition, particle environment, solar flux, magnetic

-- field, and wind as a function of altitude, latitude, longitude, and

time. These requirements, and the scientific justification for

them, were first delineated by the UARS Science Working Group

_ (SWG) and published in their final report in 1978.

Briefly, one set of requirements is that measurements should be

-- global in nature and essentially continuous in time. The data

should also allow researchers to distinguish between short-term

local (solar) time effects and long-term latitudinal and seasonal

-- effects, since each of these must be understood separately to
build accurate models.

The spatial resolution requirements are half a scale height in the

vertical (2.5 to 3 km) and 500 km in latitude (Figure 1-6). Longi-

tude resolution requirements range from 1000 km to zonal

means (i.e., the mean measurement for a band of atmosphere

extending around the Earth parallel to the equator). This will de-

pend on the specific study and the time scale of the measure-
ment. The 500 km latitude resolution translates into about

1-minute time resolution along the satellite track. This defines a

basic requirement for the atmospheric sensors to be capable of

making vertical profile measurements in 1 minute or less (see

- Tables 1-1 and 1-2).
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Figure I-6. The spatial resolution requirements for the limb
viewing instruments are half a scale height in the vertical

(2. 5 to 3 km) and 500 km in latitude.

The need for high resolution in altitude measurements requires

that all of the instruments making direct measurements on the
atmosphere are limb viewers, meaning that they take their mea-

surements by looking towards the horizon rather than down at

the surface. The limb viewing nature of these instruments

means that they must be precisely oriented in relation to the
Earth.

More specifically, the observatory must provide Earth-referenced

control of instrument pointing to an accuracy of O. 1 degrees and

to provide for ground determination of instrument boresight

pointing to an accuracy of 0.03 degrees (3 sigma), with pointing

calibration provided by the instruments. This same pointing ac-

curacy allows wind measurements to better than 5 msec using
Doppler shift techniques.
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Table I- 1. Spacecraft mission parameters

Payload Complement

Initial Altitude

Inclination

Attitude Control

Size

Weight

Power

Data Rate

Tape Recorders

Communications

Launch Vehicle

Mission Life

10 science instruments

600 km (324 nm)

57 deg

0.01 deg precision (lo)

32 ft long, 15 ft diameter
(launch configuration)

Observatory 15000 Ibs
Total in STS 17000 Ibs

1.6 kW orbital average

32 kbps

NASA-Standard (2),

500 megabits each

512 kbps, recorder playback

32 kbps, real-time science

1 kbps, engineering

0.125, 1, 2 kbps, command

STS

18 months covering 2 Northern

Hemisphere winters (36-month

design life)
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Table 1-2. Instrument measurement requirements

Parameter Requirement
d

Spatial Resolution

Vertical

Latitude

Longitude Range

Half a scale height
(2.5 to 3 km)

500 km

1000 km to zonal means

In addition to providing high resolution, the limb viewing instru-
ments combined with the 57-degree inclination of the orbit will

allow UARS to take measurements to 80 degrees latitude, cover-

ing better than 98% of the Earth's surface (Figure 1-7). The 57-

degree inclination also produces a precession of the orbit plane
such that all local solar times can be sampled in about 34 days.

This allows resolution of diurnal atmospheric effects in a period
that is short relative to seasonal effects.

Figure 1-8 shows the UARS measurements as a function of alti-

tude. Data acquired by the total UARS system will thereby pro-

duce a global picture of the Earth's upper atmosphere. The fall

launch, combined with the 18-month minimum lifetime will yield
data on two Northern Hemisphere winters.

1.4 Observatory Instruments and Theoretical

Investigations

There are twenty Principal Investigators (PIs) associated with

UARS. Ten of these are instrument PIs. In addition to conducting
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Table 1-3. The ten LIARS Instruments provide a comprehensive
set of atmospheric measurements

OBSERVATION

WINDS

TEMPERATURE

PRESSURE

GAS SPECIES
CONCENTRATIONS

SOLAR

IRRADIANCE

ENERGETIC

PARTICLES

X X

X X X X

X X X

X X X

X

X

X X X

research studies along with associated Co-Investigators (Co-Is),

each instrument PI is also responsible for the development and

operational support of a specific UARS instrument. The remain-

ing ten PIs, and their Co-Is, will conduct theoretical studies.

1.4.1 Instruments

The instrument complement for UARS consists of nine instru-

ments devoted to the primary atmospheric mission plus one in-

strument that is using the observatory as a mission of

opportunity. Table 1-3 summarizes the ten UARS instruments

and the respective atmospheric measurements. Table 1-4 lists

the ten UARS instruments along with their respective principle

investigator and originating institution.
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Table 1-4. The UARS instruments grouped by type
of measurement

UARS Energy input Measurements

Description and

Instntment Measurements Investllator. Institution

SOLSTICE- Solar-Stellar •
Irradimcc

Comparison

Experiment

SUSlH-Solar Ultrav/c_et •

Spectral Irradianc8
Monitor

n

PEM-Partlclo Environment *

Monitor

Full disk solar hTedlance spectro-

meter incorporating stellar

comparbon

Solar spect.d irradlance: 115440 run

Full disk solar h'radiance spectro-

meter incorporating onboard
calibraUon

Solar spectral irraditnce: 120400 nm

X-rsy. proton, and electron spectro-

meters

In site energetic electrons and

protons; remote sensing of elqctron

energy deposition

G. J. Rottmlm. Unlver-

day of Colorado

G. E. Drueckner, Naval

Research Laboratory

: (NRL)

J. D, W'mninlthem,

Southwest Research

Institute

UARS Species and Temperature Meuurements

Description end

Instrument Measurements lnves_ator, Institution

CLAF_-Gryogenlc Limb

Anmy Etalon

Spectrometer

ISAMS-lmpmved Strato-

spheric and Meso-

spheric Sounder

MLS-Mi_rowave IAmb
Sounder

HAJ.,OB-- Haloeen Occul*

taUon Experiment

Solld-cryogon co(deal inteffcrometer

sendal etmnsphedc infrared crab-
.tons

• T, CFtCIs, CFCI _, CIONO_, CH,.

Os, NO2. NaO, HNO_, end HsO

* Mechenl_dly cooled radiometer

Sail etmo0pheri¢ Jnfralv'._
emissions

• T, Os, NO. NO=, N2 O, HNOs. HsO,

CH.. end CO

• Microwave radiometer seraing atmo-

spheric emisMons

. c_, 03, ½o _ ½o 2
* Gas rdter/radk3meter sensing sun-

light occulted by the atmosphere

• HF, HCL, CH4. NO. CO2, H20.

O3, and NO T

A. E. Roche, Lockheed
Palo Alto Research

Laboratory

F. W. Taylor, Oxford

Urdvendty

J. W. Waters. Jet Pro-

pulston Laboratory

(JPL)

I. M. RmseU. NASA/

Langley Research

Center (LaRC)
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Table 1-4. The UARS instruments grouped by type
of measurement (Cont.)

UARS Wind Measurements

Delun'ip lion lind

Instrument ]vle2zJur_n¢nls [nvez til_tor, [nst|tution

H RDI-High Resolution
Doppler Images

WINDIl-Wind Imaging

Intexferometer

• Fabry-Ptrot spectrometer sensing

almmphert¢ emission and scattering

• Two-component wind: 10-110 km

• Mlchehon inlerferometer sensing

atmospheric emission and scattering

• Two-component wind: 80-110 km

P. B. Hays, Unlvers/ly

of Michipn

G. G. Shepherd.

York University,
Canada

Instn_ment of Opportunity

_ption end

Instrument Meauuemen_ Sdentist, Instilulion

ACRIMII-Active Cavity • Full disk solar h"radlance radiometer R.C. WUh_on, Jet Pso-
Radiomct_
Irradianc¢ • Continuation of solar constant pulsion Laboratory
Monitor meamJrements ($PL)

CoUsborstlve Invesdlalonl

lnst_mment R_pontiblllty lnve.stillal oL Institution

CLAES-Cr/oI_nlc Limb

Array Etzion

Spectrometer

ISA_/S-lmproved Stratm-

pheric and Uem-

spheric Sounder

Instrument science/algorithm

development

Instrument tcience/alsorithm

development

J, C. Gale, Netional

Center for Atmospheric

Rutearch (NCAR)

J. M. Russell, NASA/

Langley Research

Center (LaRC)
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Six of the nine primary instruments are limb viewers that re-

u motely sense atmospheric emissions, scattered light, or atmo-

spheric absorption of sunlight in different spectral bands along

the line-of-sight of the instruments. These are capable of provid-

_ ing altitude profiles of the measured irradiances. Data processing

on the ground will translate the measurements into geophysical

parameters such as atmospheric temperature, winds, and con-

centrations of gas species. The UARS payload also includes

three instruments to measure the energy input to the Earth's

atmosphere. Two of these measure solar ultra-violet energy. One

measures energy from particles.

The UARS instruments are discussed in the following para-

graphs.

Solar Ultraviolet Spectral Irradiance Monitor (SUSIM):

Dr. G. E. Brueckner

The SUSIM instrument consists of double-dispersion grating

spectrometers that measure solar spectral irradiance in the 115-

440 nanometer range. In-flight calibration is provided by deuteri-

um lamps.

Solar Stellar Irradiance Comparison Experiment (SOLSTICE):

Dr. G. J. Rottman

The SOLSTICE instrument consists of small ultra-violet grating

spectrometers providing a measurement of the solar irradiance

-- over the spectral range of 115-440 nanometers. Stellar observa-

tions are used to provide reference calibration, and should permit

determination of the day-to-day solar UV variations to an accu-

-- racy of 1 percent.
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Particle Environment Monitor (PEM):

Dr. J. D. Winningham

The PEM instrument consists of electrostatic analyzers, solid-

state particle spectrometers, and solid-state X-ray spectrometers

that measure electrons in the 1 eV to 5 MeV range, protons in

the 1 eV to 150 MeV range, and atmospheric X-rays in the 2 to

300 keV energy range. The objective is to determine the global

input of charged-particle energy into the Earth's stratosphere,

mesosphere, and thermosphere. The PEM instrument also has a

3-axis magnetometer.

Cryogenic Limb Array Etalon Spectrometer (CLAES):

Dr. A. E. Roche

The CLAES instrument consists of a high resolution etalon spec-

trometer operating in the 3.5 to 12.7 micron spectral range in

eight measurement bands. A solid-state detector array provides

a 50 km altitude profile at a view angle normal to spacecraft

motion. The telescope, spectrometer, and detectors are cooled

with a cryogenic system. The objectives are to obtain measure-

ments of temperature, measurements of concentrations of the

source, radical and sink species of the ozone-destructive nitro-

gen family, and measurements of concentrations of some of the

ozone-destructive chlorine family species.

Improved Stratospheric and Mesospheric Sounder (ISAMS):

Dr. F. W. Taylor

The ISAMS instrument is an infrared radiometer that observes

thermal emission from the Earth's limb. Measurements are in the

4 to 17 micron range using gas correlation spectroscopy and

solid-state detectors cooled to 80 degrees Kelvin by closed cycle

refrigerators. Observations are made on either side of the space-

craft, normal to the direction of flight. The objective is the mea-

surement of the vertical distributions in the 15 to 80 km region

of CO 2, H20, CO, NO, N20, NO 2, 03, HN03, and CH 4 with a

height resolution of 4 km and a horizontal resolution of 400 kin.
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Microwave Limb Sounder (MLS): Dr. J. W. Waters

The MLS instrument is a microwave radiometer that measures

thermal emission from atmospheric trace species. The instru-

ment consists of an antenna and 2 radiometers operating at 63,

183, and 205 GHz. The antenna is gimbaled to provide the alti-

tude scan of the Earth's limb normal to observatory motion. The

objective is measurement of thermal limb emission in several mil-

limeter wavelength bands to obtain global maps of 0 3 , CIO,

H20, and pressure in the 15 to 50 km region with a vertical
resolution of 3 to 10 km.

Halogen Occultation Experiment (HALOE):

Dr. J. M. Russell

The HALOE instrument contains a four-channel gas correlation

m radiometer and a four-channel filter radiometer mounted on a

two-axis gimbal system. The gimbal system provides solar track-

ing through occultation of the sun by the Earth's atmosphere.

Measurements of solar irradiation absorption are in the near in-

frared band from 2 to 10 microns. The objective is to measure

the vertical distributions of HCI, HF, 0 3 , CH 4, NO, NO 2, HO,

and CO over an altitude range of 10 to 65 km, with a height

resolution of 2 km.

High Resolution Doppler Imager (HRDI):

Dr. P. B. Hays

The HRDI instrument consists of a triple-etalon Fabry-Perot inter-

ferometer that analyzes the 02 absorption and emission features

of the atmosphere to find the temperature and vector wind fields

from the upper troposphere into the thermosphere. The instru-

ment spectral range is 400 to 800 nanometers. A two-axis gim-

baled telescope allows HRDI to view the limb in orthogonal

directions and scan in elevation for altitude coverage.
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Wind Imaging Interferometer (WINDII):

Dr. G. C. Sheperd

The WINDII instrument consists of a field-widened Michelson

interferometer that derives upper atmosphere temperatures and

winds from the measurement of atmospheric emission lines in

the 550 to 780 nanometer spectral range. The instrument uses

a Charge Coupled Device (CCD) array detector that provides a

simultaneous view of the Earth's limb in orthogonal directions

over the 70 to 300 km altitude range.

Active Cavity Radiometer Irradiance Monitor (ACRIM II):

Dr. R. Willson

The ACRIM II instrument measures solar output from the far

ultraviolet through far infrared wavelengths using three electri-

cally self-calibrated, cavity detector pyrheliometers. Each detec-

tor is capable of measuring the absolute radiation with an

uncertainty of O. 1 percent and resolution of 0.02 percent. The

objective is the measurement of the total solar irradiance with

state-of-the-art accuracy and precision. This experiment is part

of a long-term program of extra-atmospheric observations to de-

termine the magnitude and direction of variations in the output

of total solar optical energy.

1.4.2 Theoretical Investigations

In addition to the investigators who have been chosen to provide

flight instruments, ten investigators have been selected to pro-

vide analytical and interpretive support to the UARS program.

Their contributions include chemical and dynamic modeling, me-

teorological and empirical modeling, and the application of these

techniques to the organization and geophysical interpretation of

the UARS measurements. The investigations, the Theoretical

Principal Investigators and their institutions are listed in
Table 1-5.
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Table 1-5. Theoretical investigations

Investigator

D.M. Cunnold

M.A. Geller

W.L. Grose

J.R, Holton

J. London

A.J. Miller

C.A, Reber

p. White

D. Wuehbles

R.W. Zurek

Institution
Georgia Institute of Technology

Goddard Space Flight Center

Langley Research Center

University of Washington

University of Colorado

National Oceanic and

Atmospheric Administration

Goddard Space Flight Center

United Kingdom

Meteorological Office

Lawrence Llvermore National

Laboratory

Jet Propulsion Laboratory

Investigation

Impact of ozone

change on dynamics

Dynamics

Transport, budgets,

and energetics

Wave dynamics

and transport

Response to solar

variations

Meteorologlcal

interpretation

Analytlc-emplrlcal

modeling

3-D Stratospheric

Model

Chemical, radiative,

and dynamic processes

Radlatlve-dynamlc

balance

Impact of Ozone Changes On Dynamics:

Dr. D. M. Cunnold

This investigation will use UARS data to develop interactively a

three-dimensional photochemical-dynamic model of the strato-

sphere, with the goal of estimating the dynamic response of the

atmosphere to chemical perturbations.
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Observational Analysis of Dynamics:

Dr. M. A. Geller

This investigation will focus on the dynamics of the upper atmo-

sphere and its interaction with the troposphere. The goal is to

ascertain the effects on climate and extended range forecasting.

Stratospheric Transport Processes, Budgets of Minor Species,

and Energetics: Dr. W. L. Grose

This investigation is a coordinated program of theoretical model

studies combined with data analysis and interpretation. It is de-

signed to study transport processes, budgets of trace chemicals,

and energetics of the stratosphere.

Wave Dynamics and Transport of the Middle Atmosphere:
Dr. J. R. Holton

This investigation includes observational analysis and numerical

modeling. The goal is to understand better the nature of the

general circulation of the middle atmosphere, the role of dy-

namics in controlling the distribution and variability of trace spe-

cies, and the nature and extent of dynamic interactions between

the lower and middle atmospheres.

Response of Upper Atmosphere to Variations in Solar Activity:
Dr. J. London

This investigation emphasizes the study of the natural variability

of the thermal structure and ozone concentration of the upper

atmosphere with emphasis on their response to significant solar

variability. It should provide definitive tests of specified mecha-

nisms by which variations in solar activity may affect ozone
amounts.
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Synoptic Analysis and Dynamic Interpretation of UARS

Meteorological Information: A. J. Miller

This investigation will use UARS temperature and wind data,

along with operational Weather Service data, to evaluate the up-

per atmosphere energy budget, planetary waves, and interlayer

dynamic coupling between the troposphere, stratosphere, and

mesosphere.

Analytic-Empirical Modeling of Upper Atmosphere Parameters:

Dr. C. A. Reber

This investigation focuses on the organization, empirical model-

ing, and geophysical interpretation of the data acquired from the

set of instruments on the UARS. It will also acquire complemen-

tary data from other sources and provide it to the Science Team.

These additional data are needed for comprehensive geophysical

analysis of the UARS data.

Meteorological Processs: Dr. P. White

This investigation will combine UARS data with measurements

from other sources in a numerical model of the stratosphere. The

goal is to study particular features and processes in the strato-

sphere and the interaction of the stratosphere with the tropos-

phere.

Chemical, Radiative, Dynamic Processes:

Dr. D. Wuebbles

This investigation focuses on the chemical, radiative, and dy-

namic processes in the upper atmosphere using time-dependent

transport kinetic models.
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Radiative-Dynamic Balances in the Mesosphere:
Dr. R. W. Zurek

This investigation will analyze the zonally averaged thermal and

momentum budgets for the mesosphere. By comparing the adia-

batic heating term, eddy flux terms, and longer period waves,

the mean meridional circulation (which is too weak to be directly

observed) will be calculated as a residual of the thermal and

momentum budgets.

1.4.3 Observation Requirements and Scenarios

Figure 1-9 summarizes the observation requirements of the ten

instruments. This figure includes the requirements for baseline

science, instrument calibration, alignment, and special observa-

tion requirements.

Figure 1-10 shows a typical mission profile for the first 18

months of operation and includes beta angle (defined as the an-

gle between the orbit plane and the Earth-to-sun line), duration

of night (defined as the length of time that the Earth blocks the

sun from shining on the spacecraft), limb coverage range (the

range of latitude that the limb-viewing instruments can observe),

yaw-around maneuvers, and drag make-up opportunities.

Figure 1-11 shows an observation scenario for a typical 96-

minute orbit. SOLSTICE will observe the sun during observatory

daytime and will observe stars during darkness. SUSIM will ob-

serve the sun in daytime and calibrate its electronics during dark-

ness. ACRIM II will observe the sun during daytime. CLAES will

operate continually on a 50% duty cycle (three days active,

three days inactive) to conserve it's cryogen. HALOE will ob-

serve each sunrise and sunset. HRDI and ISAMS will also oper-

ate continuously, but HRDI will pause to calibrate at the

beginning of night and at the beginning of day. When the space-
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craft is in sunlight, ISAMS will make observations by looking out

from the shaded side of the spacecraft. When in the Earth's

shadow it may also make sun-side observations. MLS, PEM and
WlNDII will operate continuously.
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- 2. The UARS System

2.1 System Summary

The UARS System includes both the flight observatory and

-- ground-based elements consisting of both mission-unique and

institutional elements. The institutional elements can be further

broken down into communications elements on the one hand,

and the ground system elements needed to support flight opera-

tions and data capture on the other.

The UARS observatory consists of ten science instruments, an

Instrument Module (IM)including mission-unique hardware, and

the Multimission Modular Spacecraft (MMS). It will provide pre-

cision pointing for the science instruments on an Earth-oriented

platform, periodic routine maneuvers to maintain a favorable sun

orientation, and the ability to communicate through the Space

Network. Figure 2-1 shows the relationship of the UARS observ-

atory to the major system elements. The UARS observatory with

its major components is shown in Figure 2-2. Figure 2-3 shows

the placement of the instruments on the spacecraft.

Communications between the observatory and the ground facili-

ties will be provided by the Space Network S-band service. The

UARS will also be compatible with the Deep Space Network

(DSN) for support during emergency situations.

Flight operations will be performed through GSFC institutional

mission support systems. These facilities will provide for satellite

command and control, definitive orbit and attitude computa-

tions, command management, and data capture.
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Figure 2- I. The UARS system includes both the flight
observatory and ground-based elements. Communications with

the observatory will normally be provided by TDRSS.
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v

MMS INSTRUMENT MODULE _'_ INSTRUMENTS

Figure 2-2. The UARS observatory consists of ten science
instruments, an Instrument Module including mission-unique

hardware, and a Multimission Modular Spacecraft. The

observatory is approximately 32 ft long, 15 ft in diameter, and

15, 000 pounds.

Instrument data processing will be accomplished in the mission-

specific Central Data Handling Facility (CDHF) located at God-

dard Space Flight Center. Data analysis and theoretical studies

will be conducted by members of the UARS science team

through use of Remote Analysis Computers (RACs)located at

the Principal Investigators' (PIs) facilities. PIs will also have ac-

cess to the CDHF data base archival system.

2.2 Observatory Subsystems

The UARS observatory consists of a standard Multimission Mod-

ular Spacecraft coupled to an Instrument Module that includes

the ten science instruments and various mission-unique compo-

nents.

2-3
r--



o_ _PEM _EP$)

WINDII

CLAES

ISAM$ PEM (NEP$)

MLS

:

SkxIs)

HALOE

IRDI

Figure 2-3. The UARS observatory showing the
!0 science instruments.

The observatory uses the MMS to provide attitude control, com- ---

munications and data handling, electrical power storage and reg-

ulation, propulsion, and pyrotechnic firing circuits.

Mission-unique equipment includes the Instrument Module -

structure, a solar array, high gain and omnidirectional antennas,

an RF interface box, a power switching unit, and a solar stellar

pointing platform. (See Figure 2-4.)

The following paragraphs briefly describe the functional capabili-

ties of the observatory subsystems.

Multimission Modular Spacecraft

The Multimission Modular Spacecraft is an on-orbit serviceable

spacecraft bus provided by Fairchild Space Company. The MMS

has a modular design, and includes both functional modules and
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Figure 2-4. The UARS observatory showing key
subsystem elements.

a modular support structure as shown in Figure 2-5. MMS mod-

ules include the Communications and Data Handling (C&DH)

subsystem, the Modular Attitude Control Subsystem (MACS),

the Modular Power Subsystem (MPS), the Signal Conditioning

and Control Unit (SC&CU), and the Propulsion Module. The for-

_ ward end of the MMS structure provides the surface for mating

to the mission-unique portion of the observatory. The rear end

contains the Propulsion Module. The function of each MMS

module is covered in the descriptions of the individual subsys-

tems in the following paragraphs.

Structural Subsystem

The structure is designed to accommodate instruments,

mission-unique equipment, and the MMS. It provides the overall

framework for supporting and positioning the instruments and

for maintaining the instrument pointing and alignment. It also

supports the mission-unique components and provides the me-
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Figure 2-5. Exploded view of the Multimission Modular
Spacecraft.

chanical interface to the MMS through the aluminum unified

mission adapter and the mechanical interface to the STS through

six outrigger trusses. The truss design of the graphite-epoxy pri-

mary structure provides a stable framework to maintain precise

alignment of the critical elements of the system through mission

life. The secondary structure provides mounting support for the

instruments, solar array, and other mission-unique equipment.

Other mechanical elements include the Zenith Energetic Particle

System (ZEPS) boom, and the STS grapple fitting.
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Electrical Subsystem

The electrical subsystem consists of those components de-

signed to distribute signals, power, commands, and telemetry

throughout the Instrument Module. It also includes the pyrotech-

nic devices used to restrain the spacecraft appendages during

powered flight, and jettison them if required for an STS retrieval.

The Signal Conditioning and Control Unit (SC&CU) provides a

means to arm, safe, and fire the pyrotechnic devices.

Power Subsystem

This subsystem provides 1600 watts (orbit average) of electrical

power for the payload instruments and other observatory sys-
tems.

The power subsystem consists of the MMS Modular Power Sys-
tem (MPS) and mission-unique equipment. The MPS provides

power storage, power regulation, bus protection and power dis-

connect circuitry. The mission-unique equipment includes the

solar array and electronics for power distribution and control. An

auxiliary power regulator handles power demands in excess of

the MPS 1200-watt capability.

The solar array is sized to provide the required power for a period
of 18 months, and has a design lifetime of 36 months. The three

50-ampere-hour batteries are also designed for a 36-month or-

bital lifetime based on 25 percent depth of discharge per orbit.

The power distribution and control system provides power

switching, protection, and routing for the operation of subsys-

-- tern equipment and instruments.

Attitude Determination and Control Subsystem

The MMS Modular Attitude Control Subsystem in combination

with the mission-unique equipment and software will provide at-
titude determination and control capability during all operational
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phasesof the mission-- includingseparationfromthe STS,
Earthacquisitionandstabilization,calibrationmaneuversand
slews,andnominalEarthpointing.Duringnormaloperations,
this subsystemwill maintainthe observatoryin an Earth-
oriented,three-axiscontrolledattitude.TheMACSunit to be
usedon the UARSmissionwasusedon the SolarMaximum
Mission,retrievedbythe STS,andis beingrefurbishedfor the
UARS.

Inadditionto maintainingspacecraftstability,theAD&CSubsys-
temwillperformyaworientationmaneuversandorbitadjustma- -

neuvers. It is capable of offset pointing, and it will provide failure

detection and correction logic, as well as backup analog safe-

hold control modes to maintain power and thermal-safe orienta-
tions in the event of a failure in the AD&C Subsystem.

The AD&C Subsystem also includes the MMS Propulsion Mod- -

ule and the onboard attitude determination software package
which is implemented in the spacecraft On-board Computer

(OBC). The OBC is part of the C&DH module. The MMS propul- __

sion module is described separately.

Communications and Data Handling Subsystem

The MMS Communications and Data Handling (C&DH) module, --
combined with the mission-unique equipment, will provide the

required tracking, communications with the ground, command

execution, telemetry data acquisition and storage, generation of ._

timing signals, and computation capability.

The radio frequency (RF) equipment is designed to be compati- --

ble with the STS, and the Deep Space Network (DSN). The

telemetry equipment will be capable of simultaneously acquiring

mission science and engineering data, and producing two sepa-

rate telemetry data streams.
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Themission-uniqueelementsincludeanRFInterfaceBox,two
omni-directionalantennas,gimbaldriveelectronics,andahigh-
gainantennasystemwhichprovidestheforwardandreturnlinks
to theTDRS,with highdataratetelemetry,tracking,andcom-
mand.

TheMMSC&DHmoduleincludeselectronicsforRFcommunica-
tions,signalprocessing,commandandtelemetry,andrelated
functions.It alsoincludestwotaperecordersandtheOn-board
Computer(OBC).

TheOBCisa NASA-standardspacecraftcomputerthatprovides
for autonomousoperationof thespacecraft.TheOBCwill per-
formfunctionssuchas storedcommandprocessing,precision
attitudecontrolcomputations,healthandsafetymonitoring,ab-
solutetimecodecomputation,andpowermanagement.

Thecommandequipmentwill receive,process,andexecutereal-
time commandsas well as delayedcommandsfromthe On-
boardComputer.Delayedcommandscan be executedas a
functionof eithertimeorevent.

Thermal Control Subsystem

Thermal control of the UARS during STS launch and the subse-

_ quent orbital phase of the mission will be accomplished with a

basically passive design augmented by electrical heaters. In ad-

dition to the heaters, this subsystem consists of blankets, paint,

coatings, and temperature sensors. The Thermal Control Sub-

system (TCS) also accommodates conduction and radiation in-

terfaces with the STS orbiter in the launch phase, and controls

overall structure temperatures in the orbital phase to minimize

instrument pointing errors caused by thermal distortion.
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Solar Stellar Pointing Platform

The Solar Stellar Pointing Platform (SSPP) is a two-axis, gim-

baled system that points three instruments (SOLSTICE, SUSIM,

and ACRIM II). It provides instrument pointing at the sun for

solar observations during portions of each orbit. It also points

these instruments at selected bright stars for SOLSTICE calibra-

tion. The SSPP subsystem includes platform sun sensors, posi-

tion encoders, and the gimbal drive electronics, as well as

hardware to restrain the platform during launch and relatch it for

STS recovery. The gimbal drive is controlled by the OBC through

dedicated drive electronics.

STS Interfaces

The STS interface equipment provides structural and electrical

interconnection between the UARS and the STS. These interfac-

es are grouped into six hardware-oriented areas.

1. The UARS Airborne Support Equipment (UASE)

consists of the electrical link between UARS and

STS, the mechanical hardware needed to support

the link, and the STS ground support equipment.

2. The Remotely Operated Electrical Umbilical

(ROEU) connects the UARS and UASE. It provides

the only electrical interface between UARS and or-

biter.

3. The T-O Umbilical provides pre-launch control and

monitoring of selected UARS functions until just

prior to launch. It includes hardware connections

between the observatory and its ground support

equipment, and separates from the STS at launch.
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4. The payload retention latches provide the physical

restraints to position and lock the UARS payload

into the cargo bay.

. The STS Remote Manipulator System (RMS) will

deploy the UARS observatory after the STS has

achieved orbit and UARS check out is complete.

6. The STS Payload Interrogator provides an RF link

to establish telemetry and command capability via
the orbiter.

Propulsion Subsystem

The UARS design will include the MMS hydrazine Propulsion

Module (PM-1A) for orbit adjust maneuvers to maintain the re-

quired altitude. The propulsion subsystem may also be used in

conjunction with magnetic torquers to unload reaction wheels.

-- The propulsion subsystem consists of four 5 Ib translational

thrusters, twelve 0.2 Ib attitude control thrusters, and associ-

ated tank and latch valves.

2.3 Flight Operations

-- 2.3.1 General

UARS flight operations consist of on-orbit operations of the ten

scientific instruments and supporting spacecraft subsystems as

well as the ground operations required to command, control, and

monitor the orbiting observatory. Each of the elements requires

significant prelaunch activity to achieve operational readiness.
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Flightoperationswill utilizeGSFCinstitutionalsupportfacilities.
Thesefacilitieswill providefor commandandcontrol,orbitand
attitudecomputation,commandmanagement,anddatacap-
ture.Communicationsbetweentheobservatoryandtheground
facilitieswillbeprovidedbytheSpaceNetwork.TheUARSwill
alsobe compatiblewith the DeepSpaceNetwork(DSN)for
emergencycommunications.

A flightoperationsteam(providedbytheobservatorycontrac-
tor) will workwith a science-orientedmissionplanninggroup
andwith eachof the ten instrumentPIsto planandexecute --
UARSflightoperations.A missionplanninggroupprovidedby
GSFCwillgeneratedailyscienceplansandschedulenecessary
commandsequences,basedon the long-termscienceplande- --
velopedbythescienceteam.(Thescienceteamincludeseach
UARSinstrumentPIandis chairedby theUARSprojectscien-
tist.)TheFlightOperationsTeam(inthePOCC)will implementall _
aspectsof spacecraftsubsystemoperationsto supportthedaily
scienceplan.

Theinstrumentinvestigatorsareresponsiblefor generatingthe
requiredinstrumentcommandsequencesand maintainingin-
strumentsoftware.Theyareresponsiblefor monitoringinstru-
mentperformancefromremoteterminalsthat arelinkedto the
GSFCgroundsystembyvoiceandreal-timecommunications.

TheGSFCMissionOperationsand DataSystemsDirectorate
(MO&DSD)andtheNetworksDirectoratewill implement,main-
tain,andoperatethenecessarygroundsystemfor conducting
on-orbitoperations.Inaddition,theywillprovideatrainingsimu-
latorand missionanalysissupportto determinelaunchtime,
launchwindow,optimumorbit,orbitdecay,networkcoverage,
observatoryattitude,andorbitadjustscenarios.
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Theobservatorycontractorwill implement,maintain,andoper-
atethenecessaryOn-boardComputer(OBC)SoftwareDevelop-
ment and ValidationFacility.In addition,the contractorwill
implementchangesto the onboardspacecraftsoftwareas re-

_ quired.

2.3.2 Operation Flow

Because of the complex nature of the UARS spacecraft and of

each UARS instrument, and because of the need to coordinate

flight operations activities and instrument operation, UARS flight

operations procedures are designed so that the measurements

made by the various instruments will be coordinated through the

flight operations process. The flight operations flow for the

UARS program is shown in Figure 2-6.

UARS flight operations will be guided by a long-term science

plan. Development of this plan is the responsibility of the science

team, which includes each UARS instrument PI. The science

team is chaired by the project scientist, and meets periodically.

The flight operations team in the POCC will support science

planning activities by serving as the spokesman for both ground

system and spacecraft capabilities and constraints.

Daily science plans will be developed by a science-oriented

mission-planning group, under the direction of the project scien-

tist. The daily science plan for instrument control will contain all

of the information necessary for command generation. These

plans will be filed in the Command Management System (CMS)

-- at GSFC, and will be available via telecommunications to Re-

mote Analysis Computers (RACs) at various investigator loca-

tions for review. The CMS will also serve as the repository for

planning and scheduling aid information.
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Figure 2-6. The LIARS flight operations flow, with the

operations elements highlighted. The ground data processing
elements (DCF and CDHF) are included to show their

relationship to the operational elements.

The CMS will generate commands to control UARS observatory

operations according to each daily science plan, using schedule

inputs from the mission planning group and command sequence

information developed by instrument investigators. The CMS will

perform validity and constraint checks, and will provide pro-

cessed command timelines for review at GSFC and at Remote

Analysis Computer locations.

The Project Operations Control Center (POCC) located at GSFC

will be the focal point for on-orbit operations, and will be

manned around-the-clock seven days per week by the flight op-

erations team. The POCC will uplink commands prepared by the
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CMS, and will verify successful uplink. If necessary, commands

can be generated by the POCC via keyboard input. Real-time
data will be displayed in the POCC for conducting on-orbit opera-

tions.

Instrument health and safety will be monitored by the flight op-

erations team during all real-time contacts. However, each in-

strument investigator will monitor the overall performance of his
instrument, and will be responsible for troubleshooting and in-

strument software maintenance. Investigators can access POCC

displays via telecommunications from remote KCRT terminals.
Recorded telemetry playback data will normally be available to

RACs within one or two days. One quick-look tape playback will

be made available on each eight-hour work shift within one hour

after receipt at GSFC. Each instrument investigator will also be
responsible for maintaining ground system data base information

for his instrument, and for insuring that performance knowledge

is properly factored into plans for ongoing operations.

2.3.3 Major System Facilities

The major elements of the system used in support of flight oper-
ation are discussed briefly in the following paragraphs.

Space Network

Communications between the ground system and UARS observ-

atory will normally be made through the Space Network S-Band

Single Access (SSA) service. Contacts between the UARS ob-
servatory and TDRS are planned for a minimum of ten minutes

on every orbit. The contact will allow for simultaneous tape re-

corder playback at 512 kbps and real-time data transmission at

32 kbps. These contacts will normally be sufficient for OBC

memory verification, and for ranging, commanding, and monitor-

ing the performance of the observatory. Also, the SSA service

will normally be used for commanding at 1 kbps. If the SSA
service is not available, commanding, real-time telemetry, and
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OBC dumping can be performed using the multiple-access sys-

tem. An SSA emergency mode is also available if the high-gain

antenna cannot be used. In addition, direct links to Deep Space

Network (DSN) ground stations can be used to handle space-

craft emergency situations.

Project Operations Control Center

The POCC will be the focal point for all UARS on-orbit operations

(see Figure 2-7); the flight operations team will plan and coordi-

nate all activities necessary for achieving the mission's objec-

tives. All commanding, processing, and displaying of downlink

data for interactive control and in-depth analysis will be accom-

plished in this facility.

Command Management System

The CMS will be the primary interface for observatory com-

mands. The CMS will accept observatory and instrument com-

mands, command schedules, and instrument microprocessor

loads. It will also perform validity and constraint checks, and will

prepare the input for subsequent uplink by the POCC at appropri-

ate times. The CMS facility will support science planning, and

provide access to appropriate data bases for operational plan-

ning and command generation.

Flight Dynamics Facility

The FDF will provide definitive orbit determination and predicted -

orbit information for planning, for network scheduling, for OBC

computation of orbit position, and for pointing of the high-gain

antenna. It will also provide support for sensor and instrument --

misalignment determination, verification and evaluation of the

attitude control system performance, attitude and orbit maneu-

ver planning, definitive attitude determination, and orbit correc-

tion scenarios, as required.
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Figure 2-7. The Project Operations Control Center (POCC)

located at NASA Goddard Space Flight Center will be the focal
point for LIARS on-orbit operations.

Data Capture Facility

The DCF will receive the downlinked tape playbacks, and real-

time data when necessary, from the NASA Communications

Network (NASCOM). The data will be sent routinely to the

CDHF. The POCC may also request playback data from the DCF,

as needed, to support the conduct of on-orbit operations --

mainly in the areas of troubleshooting and anomaly investiga-

tion.

Remote POCC KCRT

The remote POCC KCRTs (consisting of keyboard and monitor)

make POCC displays available at the PI sites. There are 1 1 Re-

mote POCC KCRTs, one for each of the instrument investigator
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facilities plus one for GE. Each Remote KCRT terminal will have

dial-up access to one of four lines at the POCC, thereby giving

access to display pages, such as events and telemetry status,
that are defined in the POCC data base.

Training Simulator

A training simulator will be used for validating the ground and

flight systems, data bases and flight plan. It will also provide for
flight-team training.

Software Development and Validation Facility

The SDVF will provide for development, on-orbit maintenance

and update of the spacecraft computer software. Changes to the

on-board software will be developed and validated with this facil-

ity before they are uplinked to the spacecraft computer. The ob-

servatory contractor is responsible for this facility.

2.3.4 Early Activation and Maneuver Requirements

2.3.4.1 Activation and Alignment

After deployment from the shuttle, an activation period of ap-

proximately thirty days is planned to permit turn-on and initial --

checkout of various spacecraft and instrument systems.

Throughout this period, spacecraft and instrument operations

will be planned and controlled from the POCC. Each instrument

investigator will be scheduled to support the activation of his
instrument from GSFC.

After routine operations have begun, a program of calibration

and alignment analysis will be started. This program will confirm

or improve on pre-launch pointing and position knowledge of
various spacecraft and instrurfient performance parameters.

J
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2.3.4.2 Observatory Maneuver Requirements

_ Spacecraft maneuvers will be required throughout the mission.

In particular, a 180-degree yaw-around maneuver will be per-

formed approximately once every 34 days. This maneuver is

needed because the orbit plane will precess with respect to the

sun line. The reorientation of the observatory will serve two pur-

poses. First, it will keep both the solar array, and those instru-

ments which measure solar irradiance, pointing at the sun.

-- Second, it will protect those instruments that could be adversely

affected by solar illumination and heating, by keeping them in

the observatory's shadow where they will be shielded from the

-- sun.

Other maneuvers will include orbit adjust maneuvers to compen-

sate for gradual decay of the observatory orbit, and offset ma-

neuvers to provide instrument and attitude sensor calibration.

2.4 Ground Data Processing

2.4.1 Data System

The approach for the UARS data system evolved from require-

ments defined by the UARS Science Working Group in 1978 and

later refined by the UARS Project and Investigators. These re-

quirements include:

1, All scientific data from the spacecraft should be

processed as quickly as feasible to the level of

geophysically useful data (e.g., atmospheric tem-

peratures and gas species concentrations).
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2. TheinstrumentPrincipalInvestigatorsshouldbe
responsiblefor developingthe algorithmsandfor
implementingandmaintainingthe programsused
for processingdatafromtheirinstruments.

3. All scientificdatashouldbeavailableinsomeform
of on-linestorageto alltheinvestigators.

Implementationof theserequirementshasledto asystemcon-
sistingof a CentralDataHandlingFacility(CDHF)at Goddard
SpaceFlightCenter(GSFC),minicomputer-basedRemoteAnaly-
sisComputers(RACs)atthe investigators'sites,andadedicated
electroniccommunicationssystemto connectthe RACswith
theCDHF(Figure2-8).

Theprimarydivisionof laborbetweenRACsandthe CDHFis
thattheCDHFwillhandletheroutineprocessingandstorageof --
data,whiletheRACswillbeusedfordataanalysisthatrequires
humaninterpretationandwill alsobeusedto developthedata
processingsoftwareusedfortheCDHF.

PlaybacktelemetrydatawillberelayedfromtheUARSobserva-
torybywayof NASA'sTrackingandDataRelaySatellite(TDRS)
to theTDRSgroundstationatWhiteSands,NewMexico.From
thereit will gooverthe NASCOMnetworkto the DataCapture
Facility(DCF)attheGoddardSpaceFlightCenter(GSFC).

TheDCFperformsqualitychecks,removesredundantdata,re-
versesthedatato timeincreasingorder,anddecommutatesand
formatsthedata.Fromthe DCFthedatawill goto theCentral
DataHandlingFacility(CDHF)at GSFC.

At the CDHF,programsdevelopedbythe investigatorsat their
RACsandtransferredtotheCDHF,willbeusedtoconverttelem-
etrydatato severallevelsof processeddata.
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The scientific investigators, located throughout the United

States, and in England, France, and Canada, will have access to

the data electronically, by means of RACs, located in their own

laboratories. In addition to the scientific data, supporting data

such as time, orbit, and attitude information will be available to

the users. Figure 2-8 shows the UARS data flow.

The Principal Investigators (PIs) and their Co-investigators, will

have direct access to UARS data.

The four levels of data are:

1 , Level 0 -- Raw telemetry from instruments

(comes to the CDHF time-tagged, quality-

checked, and in correct chronological sequence).

2. Level 1 -- Calibrated instrument data giving the

physical parameters actually measured by the

sensors (e.g., atmospheric radiances in the case

of the limb viewing instruments).

3, Level 2 -- Geophysical parameters such as atmo-

spheric temperature profiles, gas species concen-

trations, winds, or solar spectral irradiances.

These are calculated from Level 1 data, and are

related directly to the instrument measurement

"footprint" (i.e., the character of the vertical

scans is determined by a given instrument's scan

rate, integration time and viewing direction, and

the spacecraft orbital trajectory).

4. Level 3 -- Smoothed and gridded geophysical da-

ta. Information at this level reflects the Level 2

data transformed into a common format and

equally spaced along the measurement trajectory
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Figure 2-8. UARS Data System with data processing elements
highlighted. The mission operations elements are included to

show their relationship to the data system.

in time (about 1-minute centers) or latitude (sev-

eral degrees). Level 3 data will also contain

latitude-longitude cross sections at approximately

one-half scale height altitude intervals.
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The definitions of Levels 1, 2, and 3 are somewhat different for

those investigations determining energy inputs to the atmo-

sphere. These investigations will define data levels so that they

are appropriate to the specific measurements being performed.

The processed data, coordinated and integrated to present a

global, time-varying map of upper atmosphere conditions, will

give researchers the definitive information needed to build and

evaluate comprehensive models of the upper atmosphere. These

models will function as tools for answering the key scientific

questions regarding man's and nature's impact on the upper at-

- mosphere.

Those PIs providing flight instruments will be responsible for de-

veloping the algorithms and for developing and maintaining the

software needed for Levels 1, 2, and 3 processing. The theoreti-

cal PIs will be responsible for providing the science team with

the interpretive and analytical models designed to use level 2
and 3 data. The data from UARS will be stored at CDHF for the

life of the mission. These data will be cataloged to offer retrieval

capabilities so that researchers can ask for and retrieve informa-
tion as needed.

All investigators at the various universities and laboratories will

have access to the data through remote terminals at their facili-

ties, and all investigators will be involved in the scientific inter

pretation of the UARS data.

After the mission, the processed data will be stored at the Na-

tional Space Science Data Center (NSSDC).

The UARS Science Team, composed of all the PIs, wilt be re

sponsible for coordinating the measurement program, optimizing

the scientific analysis of the data, providing appropriate theoreti

cal models, and disseminating the results in the open scientific

literature and to the National Space Science Data Center

(NSSDC).
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2.4.2 Facilities

Data Capture Facility

The DCF will receive and record telemetry data as described in

Section 2.3.1.3 under Flight Operations. It will preprocess the
data and make the data available to the Central Data Handling

Facility (CDHF). The preprocessing function will consist of data

capture and archival, data reversal, quality checking, and decom-
mutation of the data into instrument and subsystem chronologi-

cal records.

Central Data Handling Facility

The CDHF will be used for

1. production processing of scientific data received

from the spacecraft,

. interactive processing of a portion of the data by

the Principal Investigators from their RACs to test

algorithms and perform data analysis, and

3. maintenance of the UARS data base for access

initially by the investigators and eventually by the

scientific community at large.

To support these activities, the CDHF will have a processing

speed of at least 16 million instructions per second (MIPS) and

at least 32 megabytes of random access memory (RAM). The

RACs at the investigator's sites are based on Digital Equipment

Corporation (DEC) VAX computers, and will use the DEC VMS

operating system. The initial CDHF configuration consists of a

VAX 8800 computer. An additional computer and an optical disk
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system will be added to the CDHF in January 1989. Due to

w hardware and operating system compatibility, programs written

on the RACs are fully transportable to and run directly on the

central machine. In addition, there will be "virtual terminal" sup-

port, whereby a terminal at a RAC will appear to be signed on

locally to the CDHF.

The various data sets that will be available at the CDHF include:

All Level 0 data

Levels 1, 2, and 3 data

Orbit and attitude data

Solar, stellar, and lunar ephemerides

Correlative data

System software, including the data catalog

Data processing programs and associated data tables

Most of the data will be stored on-line (e.g., on magnetic or

-- optical disk) to facilitate quick access by users. A catalog of

data, maintained in a data base management system, will permit

searches of characteristics such as measurement parameter,

_ time, instrument, and data level.

Investigator's Remote Terminals

The RACs at the investigator's sites will be used

1. to access data in tile CDHF,

2. for geophysical analysis of the data, and in some

cases,
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3. for linking with larger computers for more compli-
cated scientific analyses.

For the instrument investigators and collaborative investigators,

the RACs will also be used to develop the software for process-
ing data to Levels 1, 2, and 3 in the CDHF. After launch, these

investigators will use their RACs for data validation and refine-

ment of their processing software. Another RAC function is the

support of flight operations by interfacing with the Command

Management System at GSFC for instrument command and

control and for microprocessor maintenance.

The communications between the CDHF and the RACs will use

the DECnet protocol. This effectively creates a distributed data
system for the UARS.
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3. The UARS Observatory

The UARS observatory contains a number of subsystems in ad-
dition to the instrument payload. This section covers each of

these subsystems and its individual components. Section 4 will
cover the instrument payload.

Many of the subsystems consist of a combination of mission-

unique equipment and specific modules of the Multimission
Modular Spacecraft (MMS). The MMS modules used in the

UARS observatory include the Communications and Data Han-

dling (C&DH) subsystem, the Modular Attitude Control Subsys-
tem (MACS), the Modular Power Subsystem (MPS), and the
Propulsion Module (PM-1A). Because each of these modules will

function within a larger subsystem, they are covered here as part
of that larger subsystem.

The On-board Computer (OBC), for example, is part of the Com-

munications and Data Handling subsystem, but many important
functions are related to the Attitude Determination and Control

subsystem. It also issues commands that control pointing of the

High-Gain Antenna System, pointing of the Solar Stellar Pointing
Platform (SSPP), and similarly important functions of several oth-

er subsystems. This interrelatedness precludes discussing any

subsystem in isolation from the others. Each of the following
sections, therefore, is centered on an individual subsystem, but

each one also refers to other subsystems as appropriate.

3.1 Mechanical Subsystem

Functional Description of Subsystem

The mechanical subsystem includes the Instrument Module (IM)

structure, the deployable boom for the PEM (ZEPS) instrument,
the on-orbit cryogen vent system line, and the orbiter Remote

Manipulator System (RMS) grapple fitting. Together these pro-

vide the framework for supporting and positioning the instru-

ments, sensors, and the standard grapple fitting.
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Functional and Design Description of Individual Components

The Instrument Module (IM) provides the overall framework

for supporting and positioning the ten scientific instru-

ments and for maintaining the alignment of the instrument

optical boresights. It also provides mechanical support for

the mission unique components, the mechanical interface

to the MMS through the aluminum unified mission adapter,

and the mechanical interface to the orbiter via six outrigger

trusses.

The primary structure of the Instrument Module is a truss-

type torque-box (shown in Figure 3-1). The torque-box is

constructed from graphite-epoxy tubes with titanium end

fittings connected by titanium cluster fittings. The outrig-

gers and forward truss structure are made of titanium.

The secondary structure (shown in Figure 3-2) includes six

aluminum honeycomb equipment benches, one graphite-

epoxy honeycomb secondary optical bench, instrument

mounting links, the solar array truss, and all bracketry and

connecting hardware that connect to the primary structure.

Two of the equipment benches are mounted to the IM us-

ing kinematic mount assemblies. The remaining benches

are mounted with aluminum links which provide the kine-

matic attachment.

Five of the instruments (HRDI interferometer and tele-

scope, ISAMS, MLS, PEM-AXIS, WINDII) are mounted

with kinematic mounts. The remaining instruments are

mounted directly to the primary structure. Each instrument

incorporates an optical reference cube which is aligned

with the instrument electro-optical axis or boresight. The

instruments are mounted and aligned by aligning the instru-

ment optical cubes with the master reference cube on the

unified mission adapter. The alignment of this master refer-

ence cube, in turn, is measured relative to the master opti-

cal reference cube mounted on the Modular Attitude

Control Subsystem module.
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Figure 3- 1. The LIARS Instrument Module Pr#nary Structure
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Figure 3-2. The UARS Instrument Module Secondary Structure

attached to Primary Structure
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Instruments mounted on the SSPP are aligned with respect

to the SSPP reference cube. As with the instrument refer-

ence cube, this is aligned relative to the IM reference cube.

The unified mission adapter provides the mechanical inter-

face between the instrument module and the MMS. This

structure employs a riveted aluminum box-beam design. It

provides three attachment points for the MMS through

blind-mate floating-nut assemblies.

The deployable ZEPS (Zenith Energetic Particle System)

boom provides support and positioning for some of the
sensors that are part of the Particle Environment Monitor

instrument.

The ZEPS boom is a truss of three 15-foot long glass-

epoxy Iongerons. These are spaced as an equilateral trian-

gle by battens and shear-stiffened by diagonal members
between adjacent batten stations. The electrical harness is

divided into three bundles, each of which is laced to a Ion-

geron. For stowage, the Iongerons are formed into three
interlaced helices fitting inside a canister. The instrument

mounting plate is secured by latches to the canister for
launch and recovery. The energy for deployment is stored

in the coiled Iongerons. Redundant DC motors regulate the

deployment and retraction of the ZEPS through a lanyard
attached to the instrument mounting base plate.

The RMS grapple fitting is located on the Instrument Mod-
ule. It is a standard fitting for the STS Remote Manipulator

System for deployment and recovery operations, and it is

required for UARS deployment by the STS RMS system.
The RMS uses the standard end effector to latch the Instru-

ment Module grapple fitting for deployment operations and

can also be used for recovery operations. The MMS also

carries a standard grapple fitting.
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Weight Summary

The UARS observatory weight summary is listed in Table 3-1.

The observatory launch weight is approximately 15000 pounds.

The total payload weight in the shuttle bay (including airborne

support equipment) is 17000 pounds.

-- 3.2 Electrical Subsystem

Functional Description of Subsystem

The electrical subsystem consists of those components de-

signed to distribute signals, power, commands, and telemetry

throughout the Instrument Module. It also includes the pyrotech-

nic devices used for deployment and jettison.

Functional and Design Description of Individual Components

The electrical subsystem block diagram for the UARS observato-

ry is shown in Figure 3-3. The components of this subsystem

include the following:

The Power Switching Unit (PSU) contains the switching

and fusing for bus power to the IM. The PSU provides in-

hibits and monitoring for appendage deployment functions

that are non-pyro initiated.

The Pyro Repeater Module (PRM) provides a safety ground

where the wiring for the electro-explosive devices crosses

a mechanical interface. The safety ground protects against

accidental firing of the pyros for the solar array jettison and

SOLSTICE door.

The/n-Flight Disconnect (IFD) provides for harness separa-

tion if the solar array is jettisoned.
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Table 3- 1. UARS Observatory Weight Summary

Current

Description Weight (Ibs)

5021.8PAYLOAD INSTRUMENTS

ACRIM II

CLAES

HALOE

HRDI
ISAMS

MLS
PEM

SOLSTICE

SUSIM

WINDII

SPACECRAFT BUS
Attitude Determination & Control

Communications & Data Handling

Electrical Integration
Electrical Power

Environmental

GFE Instrument Mounts

SSPP

Structure

5613.9

TOTAL INSTRUMENT MODULE 10635.7

MMS (with fuel) 2497.6

Interface Items To S/C 36.0

TOTAL ORBIT WEIGHT (with fuel) 13169.2
Interface Items On Shuttle 80.0

UARS Airborne Support Equipment 1571.0

LAUNCH WEIGHT 14820.2

MAX LAUNCH WEIGHT 17000.0

51.9

2661.7
204.1

347.5

385.0

626.0

199.2

40.5

237.0

268.9

71.6

150.9

592.4

589.6

275.5

181.0

324.6

3428.1

Current weights are estimated, from UARS interim mass properties

status report, 13 March 1987.
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Harnessing includes all wiring to interconnect the electrical

components for distribution of power, signals, commands,
and telemetry.

Electro-Explosive Devices (EEDs) and Ordnance Activated

Devices (OADs) are used for appendage deployment and

jettison functions. All mission unique hardware pyros are
NASA-standard initiators (NSIs).

The Signal Conditioning and Control Unit (SC&CU) pro-

vides the electrical inhibits and the monitoring for the pyro
circuits. It also controls the MMS structure heaters.

The Remotely-Operated Electrical Umbilical (ROEU) pro-
vides the electrical interface to the STS.

3.3 Power Subsystem

Functional Description of Subsystem

-- The power subsystem is designed to provide an average of 1600
watts of electrical power for the UARS observatory instruments

and subsystems. The six-panel solar array is sized to provide

_ sufficient power for a period of 18 months with a design lifetime

of 36 months. The three 50-ampere-hour batteries are similarly
designed for a 36-month orbital lifetime based on 25-percent

depth of discharge per orbit.

Functional and Design Description of Individual Components

The power subsystem consists of the MMS Modular Power Sub-

system (MPS), a six-panel solar array, an Auxiliary Array Switch

_ (AAS) regulator, a Solar Array Drive and Deployment Electronics

(SADDE) module, Solar Array Retention, Deployment, and Jetti-
son (SARDJ) parts, and a Solar Array Drive and Power Transfer

Assembly (SADAPTA). The UARS power subsystem block dia-
-- gram is shown in Figure 3-4.
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Figure 3-4. UARS Power Subsystem Block Diagram

The MMS Modular Power Subsystem (MPS) contains the

following items:

Standard Power Regulator Unit (SPRU) -- Controls

bus voltage and battery charging. The SPRU accepts

unregulated DC power from the solar array, trans-

forms this energy from one voltage level to another,

supplies the load bus requirements and controls bat-

tery charge currents.

Bus Protection Assembly -- Provides redundant fus-

ing for internal MPS loads.

Batteries and associated control, disconnect, and

sensing hardware -- The three 50-ampere-hour bat-

teries provide power during periods of Earth shadow,
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andsupplementsolararraypowerduringperiodsof
peakload.

Power Disconnect Hardware -- Consists of a group of

power relays that are used to deactivate the space-

craft during ground test and 3relaunch operations.

The Solar Array size is determined by the power demand

through the mission life and by the orbit beta angles (de-

fined as the angle between the orbit plane and the Earth-to-

sun line). The orbit-average power requirement for UARS is

1600 watts for the first 18 months of orbital operations in

the beta angle range of O degrees to 70 degrees. The avail-

able power will vary as a function of degradation rates and

as a function of orbit parameters such as beta angle. The

six solar array panels consist of silicon solar cells mounted

on aluminum honeycomb substrates. Each panel is 1.25

inches thick and 128 inches long. The first panel is 63.5

inches wide; the outer five panels are 60 inches wide. The

deployed solar array measures 128 x 364 inches (10.7 x

30.3 feet). The solar array cell circuits are divided between

a main array and an auxiliary array. The main array feeds

power to the Modular Power Subsystem. The auxiliary ar-

ray feeds power to the Auxiliary Array Switch.

The Auxiliary Array Switch (AAS) contains a regulator that

controls the auxiliary array power as a function of Instru-

ment Module load current. Additional hardware in the AAS

includes power disconnect relays, isolation diodes, relay

drivers, current sensors, command/telemetry circuits, DC/

DC converters, and test interfaces.
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The Solar Array Drive and Deployment Electronics (SADDE)

module provides drive and rate control of the solar array
drive motor,

The Solar Array Drive (SAD) maintains the solar array

pointing at the sun, while the observatory maintains its
Earth orientation. The SAD can rotate in either direction to

provide the capability to track the sun while the observato-

ry is flying either forwards or backwards.

During launch, the observatory power is essentially off, except

for approximately 16 watts of keep-alive power for the CLAES,
ISAMS, PEM instruments and the FHST shutters. The UARS

power budget showing orbit-average power demand is shown in
Table 3-2.

3.4 Attitude Determination and Control Subsystem

Functional Description of Subsystem

Attitude control of the UARS observatory will be performed by

the combination of the MMS Modular Attitude Control Subsys-

tem (MACS), the Earth Sensor Assembly Module (ESAM), the

PM-1A propulsion module, and the On-board Computer (OBC) of

the Communications and Data Handling (C&DH) module. The

Attitude Determination and Control Subsystem (AD&CS) will

provide attitude determination and control capability during all

operational phases of the mission - including separation, Earth-

acquisition and stabilization, calibration maneuvers and slews,

and nominal Earth-pointing. A block diagram of the AD&CS is

shown in Figure 3-5.

More specifically, the AD&CS is designed to:

Perform precision attitude determination to within 60 arc-

sec per axis (3 sigma),

3-12



'!If!" "'X''il il P",

!,+. °i I+./: ' '_l il__+J+_,
t ........ j

i m

I+i+

I 7

iI o
I

= I

m!= =ln_ l •

_: _< _- N Ix ,,_
I I I "_

IIIl L'--'F'--_ ":F J T "

°!
I1_° +,.,
I I_ +++

13 _. m -+ o _m

•" +J zoOS " =+--<+--+o++IIl+_ l+++
+.+t •

_ t

I
I

Z

i

I
I

-I ---7
"lml

.1++',

_ ,_I
i <1

J

I

lill++,] l_i _,
I

J
i

q_





Table 3-2. LIARS Power Budget

Component

Instruments (total)

ACRIM II

CLAES

HALOE

HRDI

ISAMS

MLS

PEM

SOLSTICE

SUSIM

WINDII

MMS (total)

MACS

C&DH

MPS

SC&CU

PM-IA

PM Heaters

Mission Unique (total)

RIU (14 active; 4 standby)

SSPP Control Elect. & Mtrs

SSPP PSS

SAD Control Elect. & Mtrs

HGA Gimbal/Elect.

ESAM Elect. (2)

ESAM Heaters

Magnetic Torquers(3)
PSU A (Active)

PSU B (Standby)
AAS

Thermal

Total Dcmand

Power Availability

Power Margin

Orbit Average Power
Demand (watts)

776.7

5.2

27.1

133.5

109.4

152.3

168.7

79.5

7.7

20.8

72.5

431.0

149.0

137.0

115.0

13.0

12.0

5.0

289.8

63.0

26.7

1.6

15.0

26.2

19.0

5.1)

2.3

13.0

3.0

15.0

100.0

1497.5

1600.0

102.5

UARS Interim Power Status Report 22 March 1987.
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Performprecisionattitudecontrolto within108arc-secper
axis(3sigma),

Maintainspacecraftstability,

Perform180degreeyaw-aroundmaneuvers,

Provideoffsetpointingcapabilities,

Performorbitadjustmaneuvers,

Providefailuredetectionandcorrectionlogicsuchthat no
single-pointfailurecancauselossof attitudecontrol,

Providebackupanalogsafeholdcontrolmodesto maintain
powerandthermal-safeorientationsintheeventof lossof
precisionattitudecontrol.

Duringnormaloperations,thissubsystemwill maintaintheob-
servatoryinanEarth-oriented,three-axiscontrolledattitudeus-
ingtheOBC.In theeventof lossof precisionattitudecontrol,
thesubsystemwillgoto one(preselectedbycommand)of sev-
eralsafeholdmodesto maintaintheobservatoryin a safeatti-
tude. Theseare Earth-pointingmode (nearnormalattitude),
sun-pointingmode(aft endof spacecraftpointedat the Sun),
andinertialmode(holdstheinertialattitudethatthespacecraft
was in whengoinginto the safeholdmode).Thesesafehold
modesdonotusetheOBC.
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Functional and Design Description of Individual Components

The AD&C subsystem consists of the following components:

MMS Modular Attitude Control System (MACS):

Inertial Reference Unit (IRU)

Fixed-Head Star Trackers (FHSTs)

Fine Sun Sensor (FSS)

Reaction Wheels

Attitude Control Electronics (ACE)

Three-Axis Magnetometers (TAMs)

MMS Propulsion Module with auxiliary tank kit (PM-1A)

Mission Unique Items:

Coarse Sun Sensor (CSS) assembly

Earth Sensor Assembly Module (ESAM)

Magnetic Torquers

Related flight software resident in the on-board

computer.

The Inertial Reference Unit (IRU) contains three two-

degrees-of-freedom gyros operating in a strapdown mode.

The gyros are oriented such that redundant measurements

are provided along three orthogonal axes. The digital out-

put for each gyro channel represents a rotation about the

gyro input axis. In addition to the precision digital output,

the IRU generates analog signals proportional to angular

rate. The IRU can operate in either a low-rate mode or a

high-rate mode.

The Fixed-Head Star Trackers (FHSTs) provide absolute

real-time attitude knowledge by acquiring and tracking ref-

erence stars. The FHST and IRU work along with the Earth

Sensor Assembly Module and the MACS fine sun sensor to

provide pointing and knowledge capabilities for the UARS

observatory.
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The Fine Sun Sensor (FSS) has a 64-degree square field of

view. It provides two-axis analog and digital sun position
data.

The Reaction Wheels will be used to perform attitude

changes, provide stability, and manage momentum. Each
wheel consists of an AC motor that can store angular mo-

mentum. They have a relatively constant torque-speed
curve and contain a tachometer. Four wheels are provided,

three mounted orthogonally and one skewed. The skewed

wheel can replace any of the orthogonal wheels in the

event of a failure. In normal operation the skewed wheel is

operated at a fixed-speed to bias the other three wheels

away from the zero-speed condition, thereby eliminating
stiction effects on spacecraft pointing and maximizing

bearing life.

The Attitude Control Electronics (ACE) include the elec-

tronics that drive the reaction wheels and the magnetic

torquers. Also included are the safehold electronics. These
can perform the analog functions needed to maintain the

spacecraft in a safe attitude without the On-Board Com-

puter. Other components of the ACE are the sensor inter-
face electronics, and actuator drive electronics control

logic and timing.

The Three-Axis Magnetometer (TAM) is a flux-gate magne-

tometer. It outputs three analog signals that are proportion-

al to the magnetic field components along the TAM's input

axes. The magnetometer's measurement of the Earth's

field is used for magnetic unloading of the reaction wheels

in both normal and safehold operation.

The MMS Propulsion Module, PM- 1A, will provide the con-

trol torques and velocity increments necessary to satisfy
the attitude and orbit adjust requirements. The PM-1A is a

single-stage blowdown, monopropellant hydrazine propul-

sion system, with propellant and pressurant stored within

four pressure vessels, one of which is an auxiliary tank.

Four rocket engine modules provide functionally-redundant
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control torques using the 0.2-pound-force thrusters. They

also supply the forces required to change observatory ve-

locity using 5-pound-force thrusters.

The Coarse Sun Sensor (CSS) assembly consists of three

two-axis analog sun sensors. Two are mounted on the solar

array, one on the instrument module. The assembly pro-

vides sun position information that is used for the Solar

Array Drive closed loop mode and for the AD&CS sun-

pointing safehold mode. These sensors provide full sky

coverage.

The Earth Sensor Assembly Module (ESAM) consists of

two Earth sensor assemblies mounted on the MMS. Each

Earth Sensor Assembly consists of a two-axis horizon

scanner which provides pitch and roll attitude error infor-

mation for initial acquisition, Earth-pointing safehold mode,

and attitude monitoring required by the failure detection

and correction software.

The Magnetic Torquer Subsystem (MTS) provides reaction

wheel momentum unloading. The three Magnetic Torquers

are mounted orthogonally on the Instrument Module. Each

torquer consists of two identical coils wound on a ferro-

magnetic rod and encapsulated with a protective covering.

A controlled current passing through the coils develops the

desired magnetic dipole moment of up to 500,000 pole-cm

in each axis.

3.5 Communications and Data Handling

Functional Description of Subsystem

The Communications and Data Handling (C&DH) subsystem

-- provides RF communications with the ground, command control

of all spacecraft and instrument functions, acquisition and stor-

age of science and housekeeping data, and a centralized compu-

tation capability for a number of on-board functions.
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Communications with UARS will normally be through the Space

Network's Tracking and Data Relay Satellite, using a mission-

unique steerable high-gain antenna. The radio-frequency equip-

ment uses S-band for compatibility with TDRS, the STS, and

existing ground stations. The UARS telemetry data rate will be

32 kbps with a tape recorder playback rate of 512 kbps.

Functional and Design Description of Individual Components

The C&DH subsystem consists of the following components:

MMS Communications and Data Handling module (All

components are redundant):

Central Unit (CU)

Standard Computer Interface Units (STINTs)

Remote Interface Unit (RIU) --

Expander Unit (EU)

Bus Coupling Unit (BCU)
Pre-Modulator Processor (PMP) (dual PMP in

single housing)

On-board Computer (OBC)

NASA-standard tape recorders

S-band Transponder

Power Control Unit (PCU) (dual PCU in

single housing) --

Multiplex Data Bus

Mission Unique Items:

High-Gain Antenna Subsystem (HGAS)
Omnidirectional antenna (two omni-antennas provide

nearly full spherical coverage)

RF Interface Box (RFIB)

The C&DH subsystem block diagram is shown in Figure 3-6.
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The Central Unit (CU) contains a high-speed microproces-

sor that manages collection and transmission of telemetry,

distributes commands, and provides timing signals to all

observatory elements, including the OBC.

Each Standard Computer Interface Unit (STINT) serves as

the input and output interface for one OBC. Each STINT is

cross strapped to the redundant CUs and PMPs.

Remote Interface Units (RIUs) and Expander Units (EUs)

are used for telemetry collection, and for command and

timing signal distribution. The RIUs and EUs also provide

signal ground isolation between the various subsystems
and instruments.

Bus coupling units (BCUs) provide connection between the
RIUs and the multiplex data bus.

The Pre-Modulator Processors (PMPs) contain switching

circuitry that provides selection of the data transmission
mode. Combinations of real-time data and tape recorder

playback or real-time data and OBC memory data can be
selected for transmission.

The On-board Computer (OBC) performs several functions.
It stores commands, issues stored commands, implements

the ACS, controls battery state of charge, controls HGAS

and SSPP pointing, supports instrument operations, and

monitors telemetry for out-of-limit conditions.

The redundant NASA-standard tape recorders can record

up to 450 megabits each. The recorders are used to store

instrument data and spacecraft telemetry for playback

through the Space Network

The S-band Transponder provides redundant receivers for

reception of commands from the ground. It also contains

redundant 5-watt RF amplifiers for transmission of teleme-

try data and coherent range and range rate information.
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Power Control Units (PCUs) contain the OBC power supply.

They also protect the various C&DH subsystem elements
against power bus overload.

The Diplexers and Band Reject Filters (BRFs) provide RF
isolation between transmitters and receivers that are con-

tained within the transponders. They also prevent out-of-
band RF emissions.

The UARS antenna complement consists of the HGAS and

a pair of omni-antennas. The HGAS is a two-axis gimbal-

driven, parabolic antenna mounted on the forward truss

structure. It operates at S-band using TDRS S-band Multi-

ple Access (SMA) or S-band Single Access (SSA). The

omni-antennas are configured to give S-band selected hem-

ispherical coverage for emergency operations using TDRS-

SSA service or the Deep Space Network (DSN). The HGAS
and omni-antennas are connected to the C&DH module

through the RF Interface Box (RFIB).

The RF Interface Box (RFIB) includes the RF switches, iso-

lation circuits, and command signal combiners.

RF switches select the antenna to be used for RF transmis-

sion.

3.5.1 On-board Computer

The UARS On-board Computer (OBC) is a digital NASA-Standard _
Spacecraft Computer (NSSC-1) with redundant 64K 18-bit

words of storage for programs and data. The UARS OBC is part

of the MMS Communications and Data Handling module and has

been used on the Solar Maximum Mission (SMM), Landsat, and --

other NASA programs. The UARS flight software is derived from

Landsat flight software.
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The OBC implements a wide range of functions for various sub-

systems.

For the AD&CS, the OBC provides mission-critical precision

pointing plus failure detection and correction.

For the HGAS, the OBC provides pointing control process-

ing for semiautonomous communications through the

Space Network.

For the SSPP, the OBC provides pointing control processing

for both solar and stellar observations.

For the solar array, the OBC provides failure detection and

correction by monitoring the rotation rate and commanding

the alternate solar array drive if necessary.

For the power subsystem, the OBC provides power moni-

toring and power management, and controlling battery

state of charge.

For the limb viewing instruments, the OBC provides limb

altitude computations.

The OBC also implements a number of functions for the observa-

tory as a whole, in its capacity as part of the Communications

and Data Handling subsystem. These include the following:

Stored command processing for control of routine observa-

tory operation.

Telemetry monitoring for safeguarding critical spacecraft

components.

Time computation to maintain a standard time for inclusion

with telemetry and for issuance of stored commands.

Status buffer monitoring.
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Telemetry processing.

Computer data acquisition.

Ephemeris generation.

Self-test routines.

The flight executive, originally developed for the Solar Maximum

Mission (SMM), is the OBC operating system. It provides the
interface between software commands and hardware actions. It

also acts as the interface between hardware sensors and the

software that monitors them. It enables selection of the proper

operating modes for subsystems controlled by the OBC, by pro-

viding the interface to ground control.

OBC self-test software is executed continually to preclude an

OBC malfunction causing erroneous observatory operation. A

detected failure identified by the absence of an "I'm O.K." signal

from the OBC will cause the AD&CS to automatically enter the

safehold mode.

3.5.2 Commands

Commands will be transmitted to UARS through the Space Net-

work at a rate of 1000 bps when the UARS HGAS can be used,

or at 125 bps through the omni-antenna when the HGAS cannot _

be properly pointed. When TDRS is not available, commands can

be transmitted directly from ground stations at 2000 bps. Com-

mands to UARS will be received by either the HGAS or omni-

antennas and will be fed through the RFIB to the S-band

transponders. Detectors in the transponders perform PN code

division demultiplexing (the first level of discriminating UARS

commands from those to other spacecraft) and pass the corn-
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mands to the CU for processing. Command processing includes

verification of the spacecraft identification code (the second and

last level of discriminating UARS commands), verification that

commands are free of errors, and decoding of command type.

Command error detection is provided through the use of a poly-

nomial error detecting code. This operates in conjunction with a

signal from the transponders indicating an acceptable signal-to-

noise ratio. Detection of a command error will cause rejection of

the command. The observatory will then telemeter the rejection

to the ground and terminate command processing until a special

code is received from the ground to signal that the process

should be restarted. This ground and space system logic pre-

cludes the execution of erroneous commands and the distribu-

-- tion of commands out of sequence.

The command decoding process recognizes three types of com-

mands: real-time commands, OBC memory load commands, and

stored commands. Each command contains 48 bits.

Real-time commands are those commands that are received

from the ground and immediately distributed through an RIU to

the appropriate subsystem or instrument for execution. Each

command is distributed to all RIUs, using the multiplex data bus

supervisory line, but each command is decoded only by the RIU

that is specified as part of the command code.

-- OBC memory load commands are executed immediately upon

receipt from the ground, but differ from other real-time com-

mands in that distribution is made directly to the OBC through

_ the STINT rather than the RIU. Each of these commands contain

18 bits of OBC program code, and each command allows mem-

ory to be loaded either with individual words or with blocks of

words.
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StoredcommandsarethosecommandsthattheOBCstoresin
sequentialmemorybuffersin randomaccessmemory,to exe-
cuteata latertime.Storedcommandsareloadedbysendingan
executiverequestcommand.Thisidentifiesthe informationthe
OBCneedsto loadeachstoredcommandin theproperplacein
thedesignatedstoredcommandbuffer.Alsoincludedwithcom-
mandsto beexecutedareGMTtime-tagsthat determinethe
precisetimeof execution.WhenexecutedfromtheOBC,stored
commandsare distributedto subsystemsand instruments
throughtheRIUin theidenticalmannerandformatasreal-time
commands.

TheRIUoutputformatfor UARScommandsis eithera 16-bit
serialdigitalwordor a discretetransistorswitchclosure.The
commandusageandRIUdesignationfor UARSareshownin
Table3-3.

3.5.3 Telemetry

For normal operations, the C&DH subsystem uses the high-gain

antenna to communicate through TDRSS S-band Single Access

(SSA). This link will be scheduled for a 10- to 1 5-minute contact

every orbit. For real-time information, the link uses a 32-kbps

science data format that contains a composite of both the sci-

ence and engineering data. More important, the link supports a

512-kbps playback from the onboard tape recorder. (The re-

corded information uses the same science data format.)

If the SSA link is not available, the observatory can still commu-

nicate through the TDRSS Multiple Access (MA) link using 32

kbps for real-time information. The MA link does not support the

512-kbps tape recorder dump.

In emergencies, when only the omni-antennas are available, the

observatory can still communicate through the TDRSS SSA link

using a 1-kbps engineering data format. This 1-kbps format con-

tains the minimum data needed for operation of the observatory.
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Table 3-3. UARS Command Usage

MMS Discrete Serial RIU

C&DH

MACS

MPS

SC&CU

PM-1A

50

64

45

27

57

Mission Uni¢ ue

PSU

SSPPE

AAS

SADDE

HGAS

64

6

8

12

6

7

6

0

l

0

IA,IB

2A,2B

3A,3B

4A,4B

5A,5B

6A,6B

9A,9B

7A,7B

7A,7B

10A,10B

Instruments

ACRIM II

CLAES

HALOE

HRDI

ISAMS

MLS

PEM

SOLSTICE

SUSIM

WINDII

0

41

6

30

31

34

20

24

26

11

1 18B

7 23B

1 12B

3 24B

3 15B

2 27B

8 29B

2 17B

4 20B

4 30B

-- The C&DH subsystem can also use the omni-antenna to com-

municate with ground stations of the Deep Space Network

(DSN). This link supports both the real-time 32-kbps data format

-- and the 512-kbps tape recorder dump.

The 32-kbps science data format is structured with 128 8-bit

words per minor frame and 32 minor frames per major frame.

The 1-kbps engineering data format is structured with 128 8-bit

words per minor frame and 64 minor frames per major frame.
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The beginning of each engineering major frame is concurrent

with the beginning of a science major frame. And the beginning

of each science major frame is concurrent with the beginning of

an engineering minor frame. (See Figure 3-7.)

Science Minor Frame (SMIF)

Science Major Frame (SMAF)

Engineering Minor Frame (EMIF)

Engineering Major Frame (EMAF)

1 frame / 32 msec.

1 frame / 1.024 sec.

1 frame / 1.024 sec.

1 frame J 65.536

sec.

The spacecraft data functions that will be sampled in the sci-

ence minor frame are shown in Table 3-4. Table 3-5 lists the

samples per EMAF that are required by the various spacecraft

and instrument subsystems.

Both the science and engineering formats are produced by the

CU from data that are sequentially received from the various

UARS subsystems and instruments. Data acquisition makes use

of the same multiplex data bus and RIUs used for command

distribution. The telemetry data formats -- that is, data acquisi- -

tion times -- are controlled by the content of Read-Only Memory

(ROM) devices contained in the CU. As a backup, and for con-

venience during ground integration and test, the OBC can also ___

control the telemetry formats.
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T
32 SMIFII / SMAF

4

o
o

Science Major Frame (SMAF)

128 words / Science Minor Frame (SMIF)

SO $1 $2 $3 $4 $5 $6 $7 E0 Et E2 E3 $8 Sg...

,.J

"1

127

.,. $123

Sn - Science Telemetry Word [8 bile)

En - Engineering Telemetry Wold (8 bits)

1 SMAF / 1,024 sec,

4

0

Engineering Major Frame (EMAF)

128 words I Engineering Minor Frame (EMIF) -fi
127

T (

64 EMtFs I EMAF

E0 E1 E2 E3 ...

En = Engineering Telemetry Word (8 bits)

1 EMAF I 65,536 sec,

... E127

__. Figure 3-7. The Science Major Frame consists of 32 minor
frames while the Engineering Ma/or Frame consists of 54 minor

frames. Both types of minor frames consist of 128 8-bit words.

As shown above, 1 Engineering minor frame is imbedded in each

-- Science major frame.

3.6 Thermal Control Subsystem

Functional and Design Description of Subsystem

The Thermal Control Subsystem (TCS) not only maintains ac-

ceptable equipment temperatures, but is also responsible for

controlling overall structure temperatures to minimize thermal

distortion and keep instrument pointing errors within prescribed

limits.
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Table 3-4. Science Minor Frame Format

WORD FUNCTION WORD FUNCTION WORD FUNCTION

0 SYNC 'D7'

4 SMIF CNT

8 ENG DATA

12 OBC

lfi OBC

20 SIC DATA

24 S/CX)ATA

28 ACR]M II

32 CLAES

36 CLAES

4U CLAES

44 H tLL()E

,t# HALOE

57 HAI.OE

56 RALOE

6o RRDI

64 HRDI

68 HRDI

72 HRDI

76 HRDI

80 ISAMS

84 MLS

88 MLS

92 PEM

96 PEM

lOO PEM

104 PEM

108 SUSIM

112 SUSIM

116 WINDII

120 WINDII

124 S/CDATA

1 SYN(" '99'

5 SMIF CN_/

9 ENG DA'IA

13 OBC

17 OBC

21 S/C DATA

25 S/C DATA

29 ACRIM II

33 ('LAES

37 (LAES

41 ('LAES

4. IIAI,(>E

49 IIA IA)E

53 HALOE

57 HAI,OE

61 HRDI

65 HRDI

69 HRDI

73 HRDI

77 HRDI

81 ISAMS

85 MLS

89 SPARE

93 PEM

97 PEM

101 PEM

105 PEM

lO9 SUSIM

l 13 SUSIM

117 WINDI1

121 WlNDII

125 S/C DATA

2 SYN(' '07'

6 SIC .DATA

lo ENG_DATA

14 OBC

18 OBC

22 S/C DATA

26 S/C-DATA

30 S/CDATA

34 CLAES

3t_ CLAES

-;'2 CLAES

LO It AL¢AE

54 }IALOE

,_,_, HALOE

62 HRDI

66 HRDI

70 HRDI

74 RRDI

78 IIRDI

82 ISAMS

86 MLS

9O SPAHE

94 PEM

98 PEM

192 PEM

106 SOLSTICE

11o SUS[M

114 SUSIM

119 WINDII

122 WINDII

126 PARITY

-"A' O l't-I FUNCTION_
CU STAT

S/C_DATA

] 11 ENG _,ATA
ls OBC

19 S/C DATA

23 S/C DATA

27 S/C _*ATA

31 SIC _)ATA

35 CLAES

3_ CLAES

43 ('I.AES

4; HALf)E

_-1 HALOE

5:, IIALOE

59 HALOE

63 HRDI

fi7 HRDI

71 HRDI

75 HRDI

79 S/C -DATA

a3 ISAMS

87 MLS

91 SIC _DATA

95 PEM

99 PEM

103 PEM

I07 S/C DATA

111 SUSIM

115 SUSIM

119 WINDll

123 WINDI]

127 PARITY

The TCS uses a passive design augmented by electrical heaters.

The box-like primary structure is covered by multi-layered ther-

mal blankets. These serve two basic purposes. First, they insu-

late the structure from variations of sunlight and thermal

radiation. Second, by creating a thermal cavity around the struc-

ture, they permit the maintenance of nearly uniform tempera-

tures - and low thermal distortion -- throughout the structure.

The sensor portions of the UARS scientific instruments are ther-

mally isolated from the Instrument Module support structure,

and they provide their own temperature control. However, the

TCS does provide thermal control for the electronic box portions

of several of the instruments. In addition, the TCS provides strin-

gent temperature control for the three instruments mounted on

the Solar Stellar Pointing Platform (SSPP).
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Table 3-5. Engineering Format - Samples/Engineering
Major Frame

Subsystem Samples

C&DH

NBTR

MACS

ESAM

PM-1A

SC&CU

MPS

I PSU

SADDE

SSPP

llGAS

Thermal

Instruments

ACRIM II

CLAES

HALOE

HRDI

ISAMS

MLS

PEM

SOLSTICE

SUSIM

WINDll

1006

528

1430

436

185

137

466

416

68

132

6O

82

76

448

234

284

80

482

358

73

93

103

TOTAL 7177

The TCS also accommodates conduction and radiation interfac-

es with the STS orbiter in the launch phase.

The thermal control techniques for the Instrument Module and

thermally-significant mission-unique hardware are shown in
Table 3-6.
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Table 3-6. Thermal Control Techniques

ITEM

IM Truss

Equipment
Panels

SSPP

Solar Array

HGA Reflector

Instrument

Mounts

CONTROL

TECHNIQUES

Passive

Passive

with heaters

Passive

with heaters

Passive

Passive

Passive titaniunl

(Ti) isolation

TCS

IMPLEMENTATION

Blankets

Heaters {backup only)

Black l)aint

Silver/teflon coating
Blankets

Heaters

Electronic tllermostats

Black paint

Silver/teflon coating
Blankets

Heaters

Electronic | hermostat

White paint

(backside)

White paint

(both sides)

Blankets

3.7 Solar Stellar Pointing Platform

Functional Description of Subystem

The Solar Stellar Pointing Platform (SSPP) is a two-axis gim-

balled platform that points three instruments (SUSIM, SOL-
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SUSIM

ELECTRONICS

ELECTRONICS

SOLSTICE ACRIM II

Figure 3-8. The Solar Stellar Pointing Platform Configuration

STICE, and ACRIM II). (See Figure 3-8.) For solar observations, it

provides instrument pointing at the sun during portions of each

orbit. In addition, it points SOLSTICE toward selected bright

stars for calibration. Figure 3-9 shows an SSPP block diagram.

Functional and Design Description of Individual Components

In addition to the actual aluminum platform which houses the

._ three instruments and redundant platform sun sensors, the

SSPP subsystem includes a two-axis gimbal assembly with re-

dundant drive motors and shaft encoders, a control electronics

box, and associated control software in the OBC. The SSPP also

includes redundant drive mechanisms and hardware to retain the
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Figure 3-9. Block Diagram for the Solar Stellar
Pointing Platform

platform during launch, release it for orbital operation, and relat-

ch it for STS retrieval. The OBC can use data from the platform

sun sensor for closed-loop sun tracking. For star tracking, it will

be limited to using data derived from inertial attitude knowledge

and platform gimbal position encoders. The OBC can also point

the platform toward the sun using on-board ephemerides and

attitude knowledge.

3.8 Shuttle Interfaces

Functional and Design Description of Interface Hardware

The interfaces between the UARS payload and the orbiter are

shown in the block diagram in Figure 3-10. The interfaces are

grouped into six hardware-oriented areas:

3-36



-= _

_._o_ _-
-e_o o_

F-

3-37



The UARS Airborne Support Equipment (UASE) consists of

the electrical link between UARS and STS, the mechanical

hardware needed to support the link, and the STS ground

support equipment. The UASE provides control for power-

up and power-down of the spacecraft. It also provides

command and telemetry links and critical signal monitoring

while UARS is in the orbiter cargo bay. The UASE remains

in the payload bay after UARS deployment.

The Remotely-Operated Electrical Umbilical (ROEU) pro-

vides the only electrical interface connection between

UARS and the orbiter via the UASE. This connection will be

separated remotely via an STS panel prior to unlatching of

the payload retention latches. The ROEU connection is de-

signed for repeated matings and dematings.

The payload retention hardware provides the primary me-

chanical interface between the observatory to the STS

through six outrigger trusses. Four of the trusses provide

pins which attach to the standard trunnion fittings mount-

ed on the STS payload bay sills. The remaining two trusses

provide keel pins which attach to the standard keel fittings

mounted on the STS payload bay keel. Additionally, scuff

plates at the trunnion pins guard against inadvertent con-

tact during installation, deployment, or retrieval.

The Remote Manipulator System (RMS) will be used for

deployment of the UARS observatory after the STS has

achieved parking orbit and UARS check-out is completed.

The RMS will attach to the UARS observatory using the

end effector on the RMS and an STS-provided grapple fix-

ture mounted on the UARS.

The T-O umbilical consists of hardware connections be-

tween the payload and its ground support equipment. The

umbilical connects to the orbiter, which provides connec-

tions to the UASE, and through the UASE to UARS. The

umbilical provides pre-launch control and monitoring of se-

lected UARS functions until just prior to launch, and sepa-

rates from the STS at launch. It also provides post-landing
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abort CLAES monitoring and cryostat heater control in the
event of a shuttle abort.

The STS Payload Interrogator (PI) provides an RF link to

establish telemetry and command capability via the orbiter.

It can also provide a limited amount of contingency support

for problems involving the hard-line interfaces between the
STS and UARS, or the direct line between TDRS and

UARS.
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4. The UARS Instruments

This section briefly describes the ten observatory instruments,
looking at the purpose, function, and operation of each. The

descriptions also include background information, measure-

ments, summary tables, functional block diagrams, and
sketches as appropriate.

4.1 Solar Ultraviolet Spectral Irradiance Monitor

Purpose

The observations of the Solar Ultraviolet Spectral Irradiance

-- Monitor (SUSIM) instrument have a threefold general objective:
1) to improve the accuracy of knowledge of the absolute solar

fluxes, 2) to provide highly accurate traceability of solar fluxes to
a variety of ultraviolet radiation standards to be able to establish

long-term (solar cycle) variations, and 3) to measure the variabili-

ty of solar fluxes during several different time periods ranging
from flare-produced changes (hours) to the variability caused by
solar rotation (27 days).

_ More specifically, an accurate knowledge of the sun's output and

its variability in the 120 to 400 nm wavelength range is neces-

sary to test models of the high atmosphere. The main objective
is to establish values for solar ultraviolet fluxes and their changes

over a solar activity cycle in these wavelengths. Of particular
interest is the variability of the solar continuum in the 170 to

210 nm region, which is absorbed in the Schumann-Runge
_ bands of the Earth's atmosphere.

Functional Description

Ultraviolet intensity measurements are particularly difficult be-

cause the very solar radiation which is to be measured with high

precision is also the main cause of instrument degradation.

4-1



Therefore,in orderto achievethe goalsfor SUSIM,a newap-
proachwillbeused,withthemainemphasisonimprovementsin
four differentareas:1) improvementsof existingcalibration
methods,2)anewschemeof strictenvironmentalcontrolofthe
instrument,3)elaboratecombinationof in-flightcalibrationand
redundantmeasuringmethods to distinguish instrument
changesfromtruesolarflux variations,and4) cross-calibration
of the long-durationSUSIMon UARSby its sisterinstrument
flownfor shortperiodsonSpaceShuttlemissions.

Instrument Description

SUSIM consists of two identical double-dispersion scanning

spectrometers, seven detectors, a structural and environmental
control case, associated electronics, and a set of ultraviolet cali-

bration light sources. The general layout of the SUSIM instru-
ment is shown in Figure 4-1. The functional makeup of the
instrument, and its interface with the UARS, is shown in the

functional block diagram Figure 4-2.

Each of the two spectrometers has interchangeable entrance
and exit slits that provide a spectral resolution of O. 15 nm, 1.0

nm, or 5.0 nm over the entire spectral range. For each spectrom-

eter, wavelength scanning is achieved by synchronously moving

the two gratings, while keeping the entrance and exit slits fixed.

As the spectrum is scanned, the first grating is pivoted off-

center to compensate for the changing focal distance. One spec-

trometer will be used almost continuously during the daylight

portion of each solar-pointed orbit. The second will be used in-
frequently, and only to track changes in the sensitivity of the
first.

During operation the SUSIM will monitor eight broad-band chan-
nels (5.0 nm resolution) and eight narrow-band channels (0.1 5

nm resolution). Broad-band measurements will be made by five

MgF2-windowed photodiodes - three with RbTe cathodes and
two with bialkali cathodes. Narrow-band measurements will be

made with two MgF2-windowed photon counters -- one with
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FILTER DETECTOR DRUM

GRATIN ASSEMBLY-G _ _ HOUSING

CALIBRATION LAMP __"_- -_ _- _. "_l _ _,,. OPTICAL

ENTRANCE _, I , ,....

CASE

Figure 4-1. SUSIM Configuration

an RbTe photocathode for shorter wavelengths and one with bi-

alkali photocathode for longer wavelengths. The 1.0 nm middle-

band mode will use a combination of detectors. All seven

detectors are mounted inside a rotation cylinder within SUSIM,

and each can be rotated into observing position at either of the

two spectrometers.

4-3



Because solar irradiance increases by five orders of magnitude

between 130 and 400 nm, a double-dispersion design is essen-

tial for thorough stray-light rejection. The only region where con-

tamination from second-order short-wavelength light can be

expected is at 243.2 nm, and then only if scanned with the RbTe

cathode. A second-order deuterium lamp suppression filter

mechanism is behind the exit slit wheel. A filter wheel contain-

ing three neutral density filters is also in the optical path follow-

ing the exit slits. These can reduce count rates to within detector

operating range, if necessary.

The SUSIM electronics receive uplink commands and act upon

them; they control various drive mechanisms, including those for

detector wheel rotation, opening and closing of the aperture

door, opening and closing of the window shutter, filter selection,

grating movement, and slit selection. They also gather both sci-

ence data (in the form of counts per programmable period for 14

different optics and sensor arrangements) and housekeeping da-

ta. They then format the data and send it to the satellite Com-

mand and Data Handling Subsystem with data headers and

frame sync codes. Table 4-1 summarizes the SUSIM instrument

parameters. The electronic system has been made 100% redun-

dant to assure operation for the UARS mission.

The SUSIM electronics include a microprocessor-based instru-

ment controller for automatic instrument control. This is de-

signed for flexibility, and allows for changes to be made in

control parameters if necessary. The interface electronics are

contained in separate plug-in boards. Preprogrammed sequenc-

ing for slit selection, grating positioning, detector selection, and

so forth, will be in place at launch. However, the instrument

design also provides the ability to change sequencing in flight by

command from the ground.
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Table 4-1. SUS/M Instrument Parameters

Type of measurement:

Type of instrument:

Geophysical Parameters

Determined:

Wavelength coverage:

Comments:

Spectral resolution:

Instrument weight:

Average power:

Data rate:

Full disk solar spectral irradiance.

Double-dispersion scanning spec-
trometer.

Solar electromagnetic energy inci-

dent on atmosphere.

120 to 400 nm.

Onboard calibration to determine

long-term sensitivity.

0.15, 1.0, and 5.0 nm.

237 lb.

21 watts.

2 kbps.

4.2 Solar Stellar Irradiance Comparison Experiment

Purpose

-- The Solar Stellar Irradiance Comparison Experiment (SOLSTICE)

has a similar objective to SUSIM, but takes a different approach

to calibrating the instrument, using a set of bright ultra-violet
_ stars for reference calibration.

The objective of the SOLSTICE is to determine solar variability
on three basic time scales:
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1. short-termvariationsspanningtime periodsof
minutesto hours(exemplifiedbysolarflares),

2. intermediate-termvariationslastingdaysto weeks
(characterizedbythesolarrotationandthedevel-
opmentof activeregions),

3. long-termvariations(associatedwith the 11-year
sunspotcycleor the22-yearmagneticfieldcycle).

Theinstrumentwill havea highrelativeaccuracyandprecision
andwill followthe shortandintermediate-termsolarvariations
at andbelowtheone-percentlevel.

It will bedifficultto inferlong-termsolarvariabilitydirectlyfrom
theSOLSTICEmeasurementsbecauseof the limitedlifetimeof
UARSrelativeto thesolarcycle.However,theuniquefeatureof
theSOLSTICEis its abilityto compareaccurately(towithin1%)
thesolarirradiancewith theultravioletfluxof brightbluestars.
Thesestarsthenbecomethestandardsagainstwhichthesolar
irradianceis measured.Otherinstrumentscanremeasurethese
solar/stellarratiosat all futuretimes.Thedirectcomparisonof
thefutureratiostothoseobtainedbyUARScanthenbeusedto
inferaccuratelythe long-termvariabilityof oursun.

Functional Description

The SOLSTICE will measure the magnitude of solar spectral irra-

diance of the total solar disk in the wavelength range 115 to 430

nm. During the daylight portion of each orbit, the pointing plat-

form will point the instrument to sun center and the SOLSTICE

will perform full wavelength scans. During the nighttime portion
of most orbits, the SOLSTICE will be reconfigured to use the

stellar entrance and exit slits, and the platform will be pointed to

one of the selected calibration stars. The instrument will be in a

fixed-wavelength mode and accumulate stellar data for approxi- _

mately 15 minutes.
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Tocompareaccuratelythe irradianceofthesunto thatof astar,
_ SOLSTICE uses the same optical system for both solar and stel-

lar observations: the same mirrors, the same gratings, and the
same detectors. The SOLSTICE accommodates the seven to

eight orders of magnitude difference between the solar and stel-

lar flux by varying measurement time, spectral bandpass, and
the instrument aperture.

Instrument Description

The SOLSTICE, as shown in Figure 4-3, consists of a single in-

strument mounted to the Solar Stellar Pointing Platform (SSPP).

The spectrometer includes three separate spectral channels,

each with a separate grating and photomultiplier tube detector,

to cover the full spectral range 115 to 430 rim. These three

channels are stacked so that they share a common wavelength
drive and common entrance and exit slit interchange mecha-
nism.

The SSPP platform sun sensor is aligned to the SOLSTICE optic
axis and is used to control the attitude of the SSPP for solar

pointing. Stellar pointing is open loop using the onboard com-

puter with attitude reference from the spacecraft attitude control

subsystem and platform position encoders.

The optical design is shown in Figure 4-4 (not to scale). In both

solar and stellar configurations, the optical flat is used only to

-- fold the incoming beam. In the solar configuration, the f/lO0

solar beam is incident through a small entrance aperture (slit),

diffracted by the grating, and focused on a small exit slit by the

_ off-axis elliptical mirror. In the stellar configuration, the collimat-

ed stellar beam is incident through a large aperture, diffracted by

the grating, and focused at a large exit slit at the off-axis ellipse

focus. The optical layout is designed to maintain a similar illumi-

nation between solar and stellar configurations.

4-9
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GRATING DRIVE

ENTRANCE BAFFLE

Figure 4-3. SOLSTICE Configuration

SOLSTICE uses three photomultiplier tubes. Each tube is capac-

tively coupled to its individual Pulse Amplifier Discriminator

(PAD) unit. The shaped output pulses are available to the count- -

ing electronics. The phototubes are of the EMR 510 series. The

first is a G-type (cesium iodide photocathode) with a magnesium

fluoride window; the second is F-type (cesium telluride photo-

cathode) with a fused-silica window; and the third is an N-type

(high temperature bi-alkali photocathode) with a glass window.

The G-type is sensitive from 115 nm to 200 nm, the F-type from

165 nm and 330 nm, and the N-type from 300 nm to 650 rim.
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Figure 4-4. SOLSTICE Optical Design Summary

The SOLSTICE electronics consists of the three phototubes and

pulse counting systems plus the grating control system,

command-telemetry interface and synchronization, and motor

interface and control. There is also a microprocessor in a bus

-- architecture for executive control and decision making. The mi-
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croprocessorwillcontrolthemodeformattingandsequencingof
the instrumentbasedoncommandspresentedto it. Thedata
systemconsistsof thephotomultipliertubesand16-bitpurebi-
nary counters.The data are multiplexedinto the telemetry
streamalongwith instrumentstatusandbit sync.Thegrating
controllogicis a closed-loopmotorcontrolsystemcapableof
articulatingthegratingfrommicroprocessorcontrolinputs.The
microprocessorhasexecutivecontrolfor modeexecutionof
gratingcontrol,integration,anddatastartlogic,andhasaccess
to thedatachannelsfor storageor manipulation.

A functionalblockdiagramis shownin Figure4-5. Table4-2
summarizestheSOLSTICEinstrumentparameters.

Table 4-2. SOLSTICE Instrument Parameters

Type of measurement:

Type of instrument:

Geophysical Parameters
Determined:

Wavelength coverage:

Comments:

Spectral resolution:

Instrument weight:

Average power:

Data rate:

Full disk solar spectral irradiance.

Three-channel grating spectrome-
ter.

Solar electromagnetic energy

incident on atmosphere.

115 to 440 nm.

Uses comparison with set of UV

stars for determination of long-

term stability.

Solar: 0.12 and 0.25nm.

Stellar: 5.0 and 10 nm.

41 lb.

8 watts.

0.250 kbps.
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4.3 Particle Environment Monitor

Purpose

-- The purpose of the Particle Environment Monitor (PEM) is to de-

termine both the global input of charged-particle energy into the

Earth's stratosphere, mesosphere, and thermosphere and the

w predicted atmospheric responses. The PEM provides an inte-
grated instrumentation approach that details both local and

global energy inputs.

The PEM will provide information for pursuing six specific objec-
tives. These are:

to determine the effects of energetic particles on stra-
tospheric, mesospheric, and thermospheric chemis-
try,

to determine ozone reduction induced by solar pro-
tons,

to identify sources of nitric oxide,

to determine the effects of energetic particles on noc-
tilucent cloud formation,

to study the physics of the interaction of particle flux-

es with the atmosphere,

to investigate anomalous ionization produced by ener-
getic electrons.

Functional Description

The PEM consists of four primary instrument subunits: the

Medium-Energy Particle Spectrometer (MEPS), the High-Energy

Particle Spectrometer (HEPS), the Atmosphere X-Ray Imaging
Spectrometer (AXIS), and the Triaxial Magnetometer (MAG).
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MEPSandHEPSwillmeasureparticlefluxesintheenergyrange
withinwhichsignificantinfluenceson the atmospherecanoc-
cur.Howevertheseparticlemeasurementsaretakenatonepoint
inspace.AXISoffersa complementaryapproach.Itsmeasure-
mentsyieldwidespatialcoverageof particleenergybymeasur-
ingtheX-raysemittedandscatteredupwardfromthe slowing
downof energeticelectronsin theatmosphere.

Morespecifically,theMEPSandHEPSwillprovidedirectin-situ
measurementsof precipitatingelectronsin the energyrange
from1eVto 5MeV(forMEPS)andprotonsintheenergyrange
of 1eVto 150MeV(forHEPS).AXISwill provideglobalimages
andenergyspectraof atmosphericX-raysproducedbyelectron
precipitationovertheenergyrange2 to 300keV.MAGwillpro-
videa measureofthe jouleenergydisposition.

Instrument Description

Both MEPS and HEPS will be measuring weak mid-latitude pre-

cipitating fluxes in the presence of significant background radia-

tion from trapped particles, thus requiring discrimination against

such fluxes. MEPS will accomplish this discrimination by passive

low Z/high Z shielding. HEPS will use an active, anticoincidence

scintillator in addition to passive shielding.

Multiple sampling angles over the upper and lower hemisphere of

the spacecraft will be required to evaluate precipitating fluxes.

MEPS will use eight electrostatic analyzers in an angular array

covering the region between the zenith and the nadir. The MEPS

analyzers will share common electronics. HEPS will use eight -

telescopes oriented on the spacecraft such that the required an-

gular coverage is achieved over the range of magnetic field decli-
nation and inclination encounterd by UARS. -
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TheMEPSandHEPSsubunitsplustheelectronicsmountedon
the zenithboomarecollectivelyreferredto astheZenithEner-
geticParticleSystem(ZEPS);thesubunitsmountedonthenadir
platformarereferredto asthe NadirEnergeticParticleSystem
(NEPS).

TheZEPSboomcarriesa Medium-EnergyParticleSpectrometer
(ZMEPS),two High-EnergyParticleSpectrometers(HEPS1and
HEPS2),a RemotePowerUnit(RPU),andtheMAG.ZMEPSin-
cludesfive electrostaticanalyzerdetectors,two high-voltage
units,andportionsof the zenithinterfaceelectronics.HEPS1
andHEPS2areidenticalexceptfor viewingangles.Eachcon-
sistsof two telescope-typesiliconsolid-statecharged-particle
detectorsandonelow-energyprotonspectrometer.TheMAGis
mountedona one-meterboomextendinghorizontallyfromthe
ZEPSboom.Ananalog-to-digitalconverterwill digitizethemag-
neticfieldobservations.TheRPUprovidestheon/offcontrolof
HEPS1,HEPS2,andthetwo ZMEPShigh-voltageunits.

TheNEPSplatform,mountedontheEarthsideof UARS,carries
theNMEPS,a HEPS,anda remotepowerunit.TheNMEPSin-
cludesthreeelectrostaticanalyzerdetectors,onehigh-voltage
unit,andportionsof the nadirinterfaceelectronics.TheHEPS
consistsof two telescope-typesiliconsolid-statecharged-
particledetectors.Theremotepowerunit electronicsprovides
controlof HEPSandtheNMEPShigh-voltageunit,andprovides
low-voltagemonitoringof NEPS.

AXISconsistsof two identicalunitseachcontainingeighttele-
-- scopes.Thetelescopesaremadeof thinsiliconandthickerger-

maniumsolid-statesensors.Pulse-heightanalysisof theoutput
pulsesfromeachof the sensorsystemswill providethe X-ray
spectra.Activeanticoincidencescintillatorsandpassivealumi-
numandtungstenshieldingwill beusedto discriminateagainst
backgroundradiation.Thermalradiatorswill providepassive
coolingto lowernoiseandhenceachievelow-energyphoton

-- measurements.
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Figure 4-6. PEM Configuration

The PEM configuration is shown in Figure 4-6. A functional

block diagram is shown in Figure 4-7. Table 4-3 summarizes the

PEM instrument parameters
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Table 4-3. PEM Instrument Parameters

Type of measurement:

Type of instrument:

Geophysical Parameters

Determined:

Instrument weight:

Average power:

Data rate:

Magnetospheric energy input to

atmosphere.

Electrostatic analyzers, solid-state

range energy telescopes, X-ray

imaging spectrometer, and vector

magnetometer.

Electron: 1 eV to 5 MeV. Protons

1 eV to 150 MeV.

X-rays: 2 keV to 300 keV.

Magnetic field: 24 to 60,000 nT.

199 lb.

80 watts.

3.5 kbps.

-- 4.4 Cryogenic Limb Array Etalon Spectrometer

Purpose

The primary objective of the Cryogenic Limb Array Etalon Spec-

trometer (CLAES) instrument is to obtain global measurements

of the concentrations of a series of stratospheric minor species

which are of significant interest to the photochemistry of the

stratosphere, in general, and the ozone layer, in particular.
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Thespeciesof interestincludeN20, NO, NO2, and HNO3 in the

nitrogen family, and CFCI 3 (FC-11), CF2CI 2 (FC-12), HCI, CIO,

and CIONO2 in the chlorine family, in addition to 0 3, H20, CH 4,
and CO2. This measurement set includes some of the more im-

portant source, radical, and reservoir species involved in the oz-
one layer chemical system.

Functional Description

CLAES directly measures atmospheric radiance, and then infers

neutral composition. The radiance field is important to energy

input and loss studies, radiation budgets, and climatic modeling.
Scientific data will consist of vertical profiles of the concentra-

tions of the above species and temperature over the altitude

range of 10 to 60 km, acquired with vertical resolution of 2.8
km, and at 65 sec intervals.

Instrument Description

The CLAES instrument involves the remote measurement of

Earth limb emission spectra. Characteristic infrared vibration ro-

tation line spectra of the species of interest are measured simul-

taneously at 20 different limb altitudes from 10 to 60 kin. The

measured spectral radiances are then inverted through an itera-

tive relaxation process to yield concentration and temperature at
each of the altitude points or pressure heights.

The 50 km altitude coverage and 2.8 km footprint size are ob-

tained through the use of a linear array of 20 discrete detectors.

Pointing and orientation of the array with respect to the limb

vertical coordinate are provided by the UARS attitude control

system. CLAES is capable of internal adjustment of the vertical

pointing by as much as 60 km in limb altitude. The image of the
array is swept horizontally across the limb as the spacecraft or-

bits, to provide the geographical coverage.
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This limbviewingemissionexperimentrequireshighspectral
resolutionandhighradiometricsensitivityto isolateaccurately
andmeasureweakemissionsfromtracespeciesagainstintense
backgroundsfromabundantemitters.Thetelescopeandoptical
systemarecapableof a highdegreeof out-of-fieldrejectionto
ensurethattheveryintensehardEarthsurfaceemissionsdonot
contaminatethelowestaltitudedetectors,whichsampleonlya
few tenthsof a degreeabovethe surfacehorizon.Theoptical
systemanddetectorsarecooledbycryogensto suppressther-
malemissionfrominstrumentsurfacesandto permitlow-noise
detectoroperationat infraredwavelengths.

Redundantmicroprocessorsprovideon-boardinstrumentcontrol
with thefacilityfor updatingorreloadingallcontrolparameters
andoperationalmodesfromtheground.

Themajorelementsof the instrumentareshowninFigure4-8.
Theinstrumentconsistsof a0.25cm-1bandwidthsolid-etalon
Fabry-Perotspectrometer,coupledwith a reflectivetelescope
anda solid-statelineardetectorarray.A NE/CO2cryostatcools

_ the detectorsto 15.5degreesKelvin,the spectrometerto 50
degreesKelvin,andtelescopeopticsto 150degreesKelvin.The
deployableaperturedooris usedto maintainsystemvacuum
duringgroundholdandlaunch,andis usedona nominal3-day
openand3-dayclosedscheduletoconservecryogenduringmis-
sionlifetime.Thedooralsoservesasa secondarycalibration
source.
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Figure 4-8. CLAES Configuration

A functional block diagram is shown in Figure 4-9. Table 4-4

summarizes the CLAES instrument parameters.

4-24



c_

c_

L_

q_

c_

c,o
c_j





Table 4-4. CLAES /nstrument Parameters

Type of measurement:

Type of instrument:

Geophysical Parameters
Determined:

Wavelength Coverage:

Viewing geometry:

Comments:

Spectral resolution:

_Vertical field of view:

Horizontal resolution:

Instrument weight:

Average power:

Data rate:

Infrared thermal atmospheric emis-
sion.

Tilting-etalon spectrometer with

linear array detector.

Atmospheric temperature, N20,

NO, NO2, HNO3, CF2, CF2 CL2,

CFCI 3, HCI, 03, CIONO2, CO2,

H20, CIO, and CH4.

3.5 to 12.7 micron.

Atmospheric limb, 90 degrees to
spacecraft velocity vector, 80 de-

grees maximum latitude sampled.

Detector and optics cooled by cry-
ogen; 15 months lifetime with

50% duty cycle.

0.25 cm 1 and 0.32 cm -1

50.7 km (20 elements of 2.8 km

each).

8.4 km instantaneous footprint.

2662 lb.

27 watts.

3 kbps.

Time required to perform measurement: 65 sec nominal.

Distance along spacecraft track: 495 km nominal.
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4.5 Improved Stratospheric and Mesospheric

Sounder

Purpose

The scientific objectives of the Improved Stratospheric and

Mesospheric Sounder (ISAMS) are to determine the thermal

structure of the atmosphere and its fluctuations in space and

time (e.g., with season), to investigate the photochemistry of

nitrogen-containing species in the stratosphere, and to study the

water vapor budget of the upper atmosphere. These objectives

will be addressed by measurements of carbon dioxide (CO2) (in

four bands, for temperature determination), nitrous oxide (N20),

nitric oxide (NO), nitrogen dioxide (NO2), nitrogen pentoxide

(N205), nitric acid (HNO3), ozone (03), water vapor (H20),

methane (CH4), and carbon monoxide (CO).

Functional Description

ISAMS uses infrared pressure-modulator radiometry to measure

thermal emission from selected atmospheric constituents at the

Earth's limb. The radiance profiles obtained in this way are used

to obtain nearly global coverage of the vertical distributions of

temperature and composition from 80 degrees South to 80 de-

grees North latitude.

Instrument Description

The ISAMS instrument shown in Figure 4-10 is derived from the

Stratospheric and Mesospheric Sounder (SAMS) instrument that

was flown successfully on Nimbus 7 from 1978 to 1983. Both

instruments use pressure-modulator radiometry, a technique in

which samples of the gas under investigation are used to make

spectral filters by modulating their pressure and hence absorp-

tion characteristics in their absorption-emission lines. This gives
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Figure 4-10. ISAMS Configuration

very highly effective spectral resolution combined with relatively

efficient energy throughput. ISAMS further enhances the signal-

to-noise ratio through the use of a new design of closed-cycle

Stirling refrigerators to reduce the temperature of the mercury-

cadmium-telluride detectors to 80 degrees Kelvin, approximately

the temperature of liquid nitrogen.
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The primary optics configuration consists of an off-axis (non-

obscuring) reflecting telescope which scans the atmosphere ver-
tically at a preprogrammed rate under microprocessor control.

An internal calibration target is provided in the primary optics.

This, together with views of cold space, provides the radiomet-

ric offset and gain.

A rotating, reflecting chopper disk is located at an intermediate

focal point in the optical chain and serves both to modulate the

beam at several hundred hertz and to chop it against the cold
space reference. The modulated beam is then modulated again

by passage through the pressure modulator cells, one in each of

eight cl_annels. Dichroic beamsplitters separate the primary

beam into channels. The pressure modulators use co'upled reso-

nant pistons operating in antiphase; pressure amplitudes of 50

percent of the mean are achieved.

The detector in each channel is a four-element array in a square-

shaped configuration. Each of the elements measures 2.6 km
high by 18 km wide when projected on to the limb by the instru-

ment optics. The instrument dwells between steps for typically

2 seconds to obtain signal-to-noise ratios of approximately
100:1.

A functional block diagram is shown in Figure 4-11. Table 4-5

summarizes the ISAMS instrument parameters.
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Table 4-5. ISAMS Instrument Parameters

Type of measurement:

Type of instrument:

Geophysical parameters
determined:

Wavelength coverage:

Viewing geometry:

Maximum latitude sam-

3led:

Comments:

Vertical Resolution:

Horizontal resolution:

Time required to
3erform measurement:

Distance along spacecraft
track:

Instrument weight:

Average power:

'Data rate:

Infrared thermal emission.

Filter radiometers and pressure-
modulated radiometers.

Temperature, CO, H20, CH4,

N20 5, NO, NO2, N20, 03,

HNO3, and aerosols.

4.6 to 16.6 microns.

90 degrees to spacecraft velocity
vector.

_+ 80 degrees.

Can occasionally view toward sun

side of the spacecraft.

2.6 km at limb.

18 km at limb.

16 sec for 65 km vertical scan.

121 km.

385 lb.

152 watts.

1.250 kbps.
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4.6 Microwave Limb Sounder

Purpose

The scientific objective of the Microwave Limb Sounder (MLS) is

to perform measurements which, together with those of other

UARS instruments, will provide a unique data base that will test

and extend present understanding of the upper atmosphere. In

addition, secondary objectives include the measurement of

height of pressure levels, and the measurement of one horizontal
component of wind in the upper mesosphere.

The MLS CIO measurements are essential for understanding the

catalytic destruction of Earth's protective ozone layer by chlorine

from industrial products. The measurements of H20 and 03 will

be very valuable for improving our understanding of chemistry
and transport in the mesosphere.

Functional Description

The MLS measures atmosphere thermal emission from selected

molecular spectral lines at millimeter wavelengths. Profiles of

geophysical parameters are inferred from the intensity and spec- --
tral characteristics of this emission, and from its variation as the

MLS line of sight is scanned vertically through the atmospheric
limb .....

Instrument Description

The instrument, as shown in Figure 4-12 includes the sensor,

spectrometer, and power supply. The sensor includes a three-

mirror antenna system that defines the field of view (FOr) plus a

radiometer box that houses the radiometers, the multiplexing op-

tics, and the calibration system.
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Figure 4-12. MLS Configuration

Measurements are performed continuously, day and night. The

instrument integration time is 2 seconds, and a vertical scan is

nominally performed in 65.5 sec or less. The FOV is in a direc-

tion normal to the UARS velocity vector. Vertical resolution for all

measurements except pressure is approximately 3 km. The pres-

sure measurement accurate to an equivalent height of 0.1 kmor
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better,providestheatmosphericpressurelevelto whichtheoth-
ermeasurementsapply.Thermalcontrolofthesensorandspec-
trometeris handledbyradiation,usinglouvers.Thermalcontrol
of thepowersupplyishandledbyconductionto UARS.

Theangularextentof theFOVissetbydiffractionlimitationsof
theprimarymirror.Themirror's1.6m sizein theverticalplane
providesapproximately0.05degreesverticalFOV(fullwidthat
half-powerpoints)at 205GHz.Thisprovidesroughly3 kmverti-
calresolutionfor the compositionmeasurements.Theantenna
systemis stepscannedundercontrolof anonboardprogram.
Minimumstepsizeis0.05degrees.A scancycleincludingcali-
brationisnominallyperformedevery65.5seconds

A switchingmirrorinsidethe radiometerboxselectseitherthe
atmosphericsignalfrom the antennasystem,the calibration
froman internaltarget,ora zero-referencespaceview.Thesig-
nalsfromtheswitchingmirrorarethenspatiallyseparatedinto
variousspectralbandsbymicrowaveoptics.

Thespectrometerconsistsof filterbanksthatseparatethesignal
fromeachbandinto 15channels.Theresolutionof individual
channelsvariesfrom128MHzon theedgeto 2 MHznearthe
centerof the spectralline beingmeasured.Thisresolutionis
matchedto thecharacteristicsof theatmosphericemissionlines
overthealtituderangecovered.

A functionalblockdiagramof MLSis shownin Figure4-13.
Table4-6summarizestheMLSinstrumentparameters.
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Table 4-6. MLS Instrument Parameters

Type of measurement:

Type of instrument:

Geophysical Parameters

Determined:

Frequency coverage:

Viewing geometry:

Spectral resolution:

Vertical FOV:

Horizontal FOV:

Time required for vertical

scan:

Distance along spacecraft

track:

Instrument weight:

Average power:

Data rate:

Microwave thermal atmospheric

emission.

Microwave radiometer.

CIO, 03, H202, H20, and pres-

sure.

63, 183, and 205 GHz.

Atmospheric limb, 90 degrees to

spacecraft velocity vector.

Maximum latitude sampled: 80 de-

grees.

50 MHz.

3 to 10 km at limb.

10 to 30 km at limb.

65.5 sec, nominal.

495 km, nominal.

626 lb.

169 watts.

1.250 kbps.
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4.7 Halogen Occultation Experiment

Purpose

The three fundamental goals of the Halogen Occultation Experi-

ment (HALOE) are:

1. To improve understanding of stratospheric ozone

depletion by collecting and analyzing global data

on key chemical species,

2. To provide information concerning man-made ver-

sus natural causes of ozone destruction, and

3. To apply the data to the analysis of scientific ques-

tions and problems defined for UARS.

The specific scientific objectives of HALOE are:

To measure the vertical distributions of 03, HCI, HF, CH4,

NO, NO 2, and H20 and to prepare a global climatology for

these species.

To compare vertical, geographical, and seasonal variations

measured by HALOE with measurements by the SAGE in-

strument on AEM, and the LIMS, SAMS, and SUBV instru-

ments on Nimbus 7.

To establish the global distribution and budgets of ozone,

source molecules (CH 4 and H20), reservoir molecules (HCI

and HF), NO, NO2, and other species. Studies have shown

that given the data provided by the eight HALOE channels,

the concentrations of most of the other gases of interest

can be calculated using photochemical relationships. Data

from other UARS experiments (e.g., CIO, CIONO 2, CF 2,

and CFCI 3 from CLAES and MLS) will be used to verify
these calculations.
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Tousemeasuredverticalprofilesof HCI,HF,and NOto
studytheresponseof the upperatmosphereto perturba-
tions,especiallysolarUVvariability,solarprotonevents,
andvolcaniceruptions.

Toanalyzethemeasureddataandconductscientificinves-
tigationsrelatedto globalozonedepletion,chlorinesources
andsinks,stratosphericdispersionprocesses,latitudinal
andlongitudinalvariabilityof variousspecies,andseasonal
andlong-termchangesingasconcentrations(e.g.,HCIand
HF).

Tousethemeasureddatato supportrefinementsof multi-
dimensionalchemicalanddynamicsmodels.

Functional Description

HALOE is a solar occultation experiment designed to measure

the global-scale vertical distributions of 03, HCI,HF, CH4, H20,

NO, and NO2 as a function of tangent height pressure. Pressure

data will be inferred from absorption measurements obtained

with a CO 2 channel. Latitudinal coverage for the 600 kin, 57-

degree inclined UARS orbit is from 75 degrees S to 75 degrees

N. Altitude ranges are 10 to 65 km for 03, 10 to 55 km for CH4,

10 to 40 km for HCI and HF, and 10 to 50 km for H20, NO, and

NO 2. The vertical resolution at the horizon is 2 km in all chan-

nels with an estimated accuracy in the mid-stratosphere of 10 to

15 percent.

The HALOE objectives will be achieved by measuring the absorp-

tion of solar energy by gaseous constituents as a function of

tangent height pressure during sunrise and sunset (Figure 4-14).

A vertical scan of the stratosphere is obtained by tracking the

sun position during occultation. Temperature effects on the re-
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Figure 4- 14. HALOE Experiment Geometry

trieval of gas concentration are second order and will be included

by using climatological data. Data from the National Oceanic and

Atmospheric Administration (NOAA) meteorological analysis and

other satellite measurements will also be used when available.

Instrument Description

The HALOE instrument uses the gas-filter correlation radiometer

technique for measurements of HCI, HF, CH4, and NO, and

broadband spectroscopy for measurement of 03 , H20, NO2,

and tangent height pressure (CO2). The principle of gas-filter

correlation radiometry is illustrated schematically in Figure 4-15.

Solar energy enters the sensor and is divided into two paths.

The first path contains a cell filled with the gas to be measured

(e.g., HCI, HF, NO, CH4), the second is a vacuum path. An elec-

tronic gain adjustment is used in one detector circuit. This ad-

justs the signal output so that the two electro-optical paths are

matched when there is no target gas in the intervening atmo-

sphere. When the target gas is present in the atmosphere, the
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Figure 4- 15. HALOE Gas Filter Correlation Technique

spectral content of the incoming energy is correlated with the

absorption line spectrum in the gas cell. This correlation upsets

the matched condition, causing a signal difference that is pro-

portional to stratospheric HCI, HF, NO, or CH4 concentration. A

CH4 attenuation cell is included in front of both the vacuum and

the gas cell paths to minimize the sensitivity of the HCI measure-

ment to interfering CH4 absorption. The radiometer channel data

are reduced to atmospheric transmission data by taking the ratio

of occultation data to data taken outside the atmosphere. The

transmission data are then used to retrieve mixing ratio as a

function of pressure.

As shown in Figure 4-16, the HALOE instrument consists of an

optics unit supported on a two-axis gimbal and an off-gimbal

electronics unit. The optics unit contains the optics, modulators,

detectors, and preamps for all gas detection channels. A 16-cm

diameter reflective Cassegrain telescope collects solar energy for

all channels. A field stop at the focal point of the telescope de-
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Figure 4- 16. HALOE Configuration

termines the instantaneous field of view of the instrument. The

incoming solar energy is chopped at 150 Hz using a reflective

chopper: reflected energy is directed to the radiometer channels;

nonreflected energy is directed to the gas filter channels, A sec-

ond optical signal from a blackbody reference is chopped at 300

Hz to maintain the exo-atmospheric gain balance in the gas filter

channels during occultation. After passing through the chopper

the nonreflected optical beam is separated by beamsplitters into

the four gas filter channels. The gas concentration data for each

event are determined by applying inversion techniques to the

processed signals from these channels and the processed sig-

nals from the radiometer channels.
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A stepper-drivencalibrationwheelis locatedbehindthe tele-
scopefield stopto provideperiodicmeasurementsof gas re-
sponse,radiometriccalibration,andinstrumentbalance,using
the exo-atmosphericsunas anenergysource.Thecalibration
wheelcontainseightgascellsandthreeneutraldensityfilters
for in-flightscalefactorandlinearitycalibrationchecks.

Thestepper-driven,two-axisgimbalassembly(azimuthandele-
vation)supportsthe opticsunit nearits centerof gravity.The
gimbalsprovidea capabilityfor finetrackingwith trackingcon-
trolsignalsderivedfromthesunsensors.

Theoff-gimbalelectronicsunitprovidessignalprocessing,motor
drives,sequencetiming,modecontrol,powerconditioning,and
datahandling.Thisunitis themajorelectricalinterfacebetween
thespacecraftandtheHALOEinstrument.

A functionalblockdiagramof HALOEis showninFigure4-17.
Table4-7summarizesthe HALOEinstrumentparameters.
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Table 4-7. HALOE Instrument Parameters

Type of measurement: Solar occultation, infrared atmo-

spheric absorption.

Type of instrument: Gas correlation and filter radiome-

ters.

Geophysical Parameters
determined:

HE HCI, CH4, NO, H20, O 3, NO2,

and pressure (CO2).

Wavelength coverage: 2.43 to 10.25 microns.

Viewing geometry: Spacecraft sunrise and sunset.

Spectral resolution:

Horizontal resolution:

2 km at limb.

6.2 km at limb.

Instrument weight: 204 lb.

Average power: 134 watts.

Data rate: 4.0 kbps.

4.8 High Resolution Doppler Imager

Purpose

The High Resolution Doppler Imager (HRDI) is designed to study

the dynamics of the Earth's atmosphere from UARS.

The output of the instrument is horizontal-vector wind fields.

Accuracy is better than 5 meters per second over prescribed

regions of the atmosphere extending from the upper troposphere

through the thermosphere. The data will be used in a compre-
hensive study of the dynamics of the atmosphere and the dy-

namic coupling between the various regions of the atmosphere.
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Functional Description

The HRDI instrument is a stable, triple-etalon, high-resolution

Fabry-Perot interferometer that views the Earth's atmosphere

through a two-axis, gimbaled telescope. The instrument per-

forms wavelength analysis on the light detected from atmo-

spheric emission or absorption features by spatially scanning the

interference fringe plane with a multichannel array detector. A
sequential altitude scan performed by the commandable tele-

scope provides global coverage of the thermodynamic state of

the atmosphere from cloud top through the thermosphere. HRDI

is the first orbiting instrument to use this measuring technique.

Instrument Description

The HRDI instrument, as shown in Figure 4-18, consists of the

two-axis, gimbaled telescope, triple-etalon Fabry-Perot interfer-

ometer, interferometer electronics, support electronics, and a
dedicated instrument processor.

The telescope consists of a well-baffled off-axis parabola tele-

scope mounted on a two-axis gimbal structure. This provides

the ability to point anywhere within a hemisphere, to measure
wind vectors at various altitudes.

The interferometer assembly consists of an optical bench, inter-
ferometer optics, and support electronics. The bench is support-

ed by kinematic mounts.

Interferometer optics:

Relay optics provide input from the telescope subas-

sembly.

Two eight-position filter wheels select spectral re-
gions of interest.
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Figure 4-18. HRDI Configuration

The multiple-etalon Fabry-Perot design provides white

light rejection and high throughput, allowing measure-

ment of absorption features. The low-resolution eta-

Ion and medium-resolution etalon use piezoelectric

spacers to tune gap spacing between the etalons.
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The piezoelectric spacers are controlled by feedback

circuits commanded by the dedicated instrument

processor. Etalons for the interferometer are 132 mm

in diameter with 90 mm clear field of view.

The folding mirrors reduce overall length of the instru-

ment thereby reducing weight.

The interferometer's ruggedized Questar telescope fo-

cuses interference patterns received from the high-

resolution etalon onto the image plane detector.

The image plane detector is a modification of the de-

sign flown on the Dynamics Explorer Satellite, but has

a larger anode array consisting of 32 concentric ring

elements. The anode array converts the ring pattern

of photons (produced by the etalons) into sets of dis-

crete electron pulses representing spectral elements.

Electronics within the instrument provide power, telemetry, com-

mand, and logic functions. The dedicated instrument processor

controls instrument functions including telescope positioning,

filter selection, and etalon control.

A functional block diagram of HRDI is shown in Figure 4-19 Ta-

ble 4-8 summarizes the HRDI instrument parameters.
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Table 4-8. HRDI Instrument Parameters

Type of measurement: Doppler shift and line broadening of
scattered sunlight and atmospheric
emission in the visible wavelengths.

Type of instrument: Triple-etalon Fabry-Perot interferome-
ter.

Geophysical Parameters Horizontal-vector wind and atmo-
determined: spheric temperature.

Wavelength coverage: 400 to 800 nanometers.

Viewing geometry: 45 degrees, 135 degrees, 225 de-

grees, and 315 degrees _+5 degrees
to spacecraft velocity vector.

Maximum latitude sampled: 74 degrees.

Comments: Gimbaled telescope provides potential
for viewing any azimuth direction;
orthogonal measurements for same at-

mospheric volume separated by ap-
proximately 8 minutes.

Spectral Resolution: 0.001 nanometers.

Vertical Resolution: 6 km at limb (0.12 degree field of
view).

Horizontal resolution: 80 km at limb (1.7 degree field of
view).

Time required for one vertical
scan: 7.33 sec for 90 km scan.

Distance along spacecraft 55 km per scan. Potential of fourverti-
track: cal scans of vector wind in 500 km

along track.

Instrument weight: 348 lb.

Average power: 109 watts.

Data rate: 4.750 kbps.
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4.9 Wind Imaging Interferometer

Purpose

The Wind Imaging Interferometer (WINDII) senses tempera-

tures and winds in the mesosphere and the lower thermo-

sphere by measuring both Doppler widths and shifts of

isolated spectral lines. These are emitted by the airglow and

aurora.

The three principal objectives for the WINDII experiment are:

1)

2)

3)

To measure two-dimensional vertical profiles of

the horizontal wind velocity and Doppler tem-

perature of the neutral atmosphere in the alti-

tude range 70 to 315 km, and to determine

these profiles as functions of latitude, time of

day, and time of year,

To measure the global distribution of small-scale

wave-like structures, down to a scale size of 3 km,

and

To study dynamic and thermal aspects of the neu-

tral atmospheric energy balance in the observed

altitude range.

Functional Description

The instrument views the atmospheric limb simultaneously in

two directions, 45 degrees and 135 degrees from the velocity

vector; due to the spacecraft motion, these cover the same at-

mospheric region with a time delay of a few minutes. This pro-

vides both horizontal components of the neutral wind. An
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imagingdetectorprovidessimultaneousmeasurementsof tem-
peratureandwindprofilesoverthe instrument'sentirealtitude
range.Thedetectoralsoprovidesthe requiredresolutionto ob-
servethesmallwave-likestructures.

Instrument Description

As shown in Figure 4-20, the instrument consists essentially of

a CCD camera viewing the Earth limb through a field-widened

Michelson interferometer. The instrument takes four images,

with the interferometer optical path difference changed by 1/4

wavelength between images. Analysis of these images provides

fringe phase (leading to wind velocity), fringe modulation depth

(leading to temperature), and emission rate. A field combiner in

the input optics positions the two orthogonal fields of view side

by side on the CCD so that both views are simultaneously re-

corded.

The Michelson optics consist of a cemented glass hexagonal

beamsplitter, a glass block with a deposited mirror in one arm of

the interferomenter, and a glass block combined with an air gap

and a piezoelectrically driven mirror in the other arm. The mirror

position is controlled through capacitive sensing to provide sta-

bility and accurate stepsize.

The CCD camera consists of a fast camera lens and an RCA

501E CCD cooled to -50 degrees C. The imaging area has 320

by 256 pixels with a corresponding storage area that the image

is shifted into after the exposure. During readout, binning and

windowing techniques select desired altitude ranges, and tailor

the image to the available telemetry rate.

To isolate specific spectral lines, interference filters are mounted

in a temperature-controlled filter wheel assembly.
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Figure 4-21. WlNDII Configuration

The two telescope inputs are designed to eliminate stray light, to
transform the field of view to the desired value, and to provide a

suitable location for the beam combiner. A schematic diagram of

the optical layout is shown in Figure 4-21. This optical train con-
tains the filter wheel, a mirror for calibration sources, and an

aperture stop-down to provide lower scattered light levels for

daytime viewing. A one-meter long baffle tube is used in each

input. These baffles intersect to fit within the available space.

A separate calibration box contains radio frequency excited

spectral lamps, a tungsten lamp, and a He-Ne laser. The spectral

lamps are used for frequent phase calibration, the tungsten lamp

for infrequent responsivity calibrations, and the laser for infre-

quent visibility calibrations.
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Aninternalmicroprocessorcontrolsallthe instrumentfunctions
includingcameracontrol,filter wheelcontrol,thermalcontrol,
andcontrolof allothermechanisms.Buffermemoryexistsfor
additionalonboardprocessingof the imagedatabeforethedata
aresentto telemetry.

A WINDIIfunctionalblockdiagramis shownin Figure4-22.
WlNDIIinstrumentparametersaresummarizedinTable4-9.
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Table 4-9. WINDII Instrument Parameters

Type of measurement: Doppler shift and line broadening

of atmospheric emission in the vis-
ible and near infrared.

Type of instrument: Field-widened Michelson interfer-

ometer.

Geophysical Parameters Atmospheric temperature and hori-
Determined: zontal wind vector.

Wavelength coverage: 550 to 780 nanometers.

Viewing geometry:

Comments:

45 degrees and 135 degrees to

spacecraft velocity vector. Maxi-
mum latitude sampled is 74 de-

grees.

Orthogonal measurements for

same atmospheric volume sepa-

rated in time by approximately 8
minutes.

Vertical field of view: 6 degrees, 70 to 315 km at the
horizon.

Vertical resolution: 4 km at horizon (nominal).

1.5 km at horizon (potential).

Horizonal resolution: 20 km (along track) at horizon.

Time required to perform measurement is 8 sec.

Distance along spacecraft track is 60.5 km.

Instrument weight: 269 lb.

Average power: 73 watts.

Data rate: 2.0 kbps.
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4.10 Active Cavity Radiometer Irradiance Monitor

Purpose

The objective of the Active Cavity Radiometer Irradiance Monitor

(ACRIM II) is to conduct precise solar total irradiance monitoring

during a period of expected increasing solar activity, approaching

the maximum for Solar Cycle 22. The ACRIM II measurements

will aid both climatological and solar physics investigations.

The ACRIM II instrument, located on the UARS Solar Stellar

Pointing Platform (SSPP), will be an important component of the

long-term solar irradiance monitoring by the National Climate

Program. This program is studying solar irradiance variability and

its effect on weather and climate over at least one solar mag-

netic cycle (about 22 years).

Functional Description

ACRIM II is designed for the continuous measurement of solar

total irradiance with uniform sensitivity from the far-ultraviolet to

the far-infrared wavelength range with an absolute uncertainty in

the International System of Units of 1%, a single sample resolu-

tion of 0.012%, and a multiyear internal precision of 5 ppm.

Instrument Description

The ACRIM II instrument will use three Active Cavity Radiometer

(ACR) pyrheliometers of the advanced Type V design. The overall

ACRIM II configuration is shown in Figure 4-23. The modular

design allows for the electronics and sensor module to be

mounted separately.
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Figure 4-23. ACR/M II Configuration

The design of the Active Cavity Radiometer (ACR) Type V pyrhe-

liometers is shown in Figures 4-24 and 4-25. Two right-circular

conical cavity detectors are thermally connected to the heat sink

through their respective thermal impedances. The interiors of the

cavities are coated with a specular black paint. A low-

temperature-coefficient heater winding is bonded to the top of

each thermal impedance, near the cavity apertures. The primary

cavity is irradiated through a precisely machined and accurately

measured primary aperture. The detector's field of view is de-
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Figure 4-24. ACRIM II ACR Type V Cavity Assembly

Figure 4-25. ACRIM II ACR TYPE V Detector Module
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finedbythesecondary(viewlimiting)aperturethatisatthetop
ofanextensionof theheatsink.Theheatsinkassemblyis insu-
latedfromtheoutercase.Therearethreebafflesbetweenthe
primaryapertureandthe viewlimiter.Thesearethermallycon-
nectedto the heatsink.Theirpurposesareto minimizesolar
heatingoftheprimaryapertureandto preventtheprimarycavity
fromviewingtheinternalwallsof theviewlimitingextensionof
theheatsink.

Thedissipationof afixedamountof powerineachprimarycavi-
ty producesaconstanttemperaturedropacrossthethermalim-
pedance.Thisdrop,transducedby the resistancetemperature
sensors,isusedbyanelectronicservosystemto automatically
maintainconstantcavitypowerdissipationbycontrollingtheDC
voltagesuppliedto thecavityheater.Theprimarycavitydetec-
tor oftheACRisaccuratelymaintainedat aslightlyhighertem-
peraturethantheheatsinkat alltimes.

TheACRoperatesin a differentialmode.A shutteralternately
blockssolarradiationfrom,andadmitsit to, theprimarycavity.
Intheshutterclosedphase,orreferencephase,ofthemeasure-
ment,the ACRviewsits own heatsink. In the shutteropen
phase,orobservationphase,theACRviewsthesun.Electrical
heatingprovidesthepowerto balancethe cavity'sconductive
andradiativelosses,therebymaintaininga constantcavity-to-
heat-sinktemperaturedifference.Whenviewingthe sun, the
powersuppliedbytheelectronicsautomaticallydecreasesbyan
amountproportionalto the solarirradianceof the cavityaper-
ture.Absoluteirradiancemeasurementsarederivedfromthedif-
ferencein the electricalpowersuppliedin the two phasesof
measurement.

Figure4-26showsthefunctionalblockdiagramfortheACRIMII
instrument.Electricalinterfaceto theUARSis madethrougha
RemoteInterfaceUnit(RIU)ontheSSPP.Commandsto, andall
datafrom,theACRIMII instrumentaretransmittedviatheRIU.
Table4-10summarizestheACRIMII instrumentcharacteristics.
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Table 4-10. ACRIM II Instrument Parameters

Type of measurement:

Type of instrument:

Parameter determined:

Wavelength coverage:

Accuracy:

Precision:

Field of view:

Instrument weight:

Average power:

Data rate:

Precise solar total irradiance.

Three Type V Active Cavity Radi-

ometers, one sun position sensor.

Measures solar total irradiance, 0

to 2000 watts per square meter.

Measures instrument solar align-

ment with O. 1 degrees resolution.

0.001 to 1000 microns.

99.9% at solar total irradiance lev-

el.

0.012% of full scale for single

samples. Phased operation of sen-
sors for stand-alone calibration of

degradation yields precision better
than 0.005%, over 1-year periods.

5 degrees with 1-degree tolerance

for solar pointing.

52 lb.

5 watts.

O. 5 kbps.
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5. Flight Operations

5.1 Overview

-- 5.1.1 Mission Highlights

The UARS observatory is designed to collect a coordinated set

of measurements that will expand scientific knowledge of the

Earth's upper atmosphere. UARS flight on-orbit fall into four cat-

egories. They are:

Launch and Deployment by the Space Transportation

System (STS) from Kennedy Space Center (KSC) in

the fall of 1991. After thorough testing of the UARS

observatory in the STS payload bay, the observatory

will be removed from the payload bay and deployed
by means of the STS Remote Manipulator System
(RMS).

Activation and Alignment during the first month of

operation in orbit. All of the instruments collecting
science data will be activated and then tested. On-

orbit alignment verification and calibration will be initi-
ated.

Normal orbit operations for data collection. Following

activation and alignment, instrument operation will be
coordinated to provide a comprehensive set of atmo-

spheric measurements.

Maneuvers to yaw the spacecraft, to maintain proper
altitude, and to control attitude. Yaw maneuvers are
needed to avoid direct sun on sensitive instruments.

Attitude control maneuvers are needed to properly

position UARS for scientific measurements. Drag
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make-upmaneuverswill keepthe spacecraftat the
properaltitude.The flight operationswill be con-
trolledandmonitoredbytheUARSgroundsystemlo-
catedat GSFC.

5.1.2 Operations Philosophy

The UARS Project operations philosophy is based on two impor-

tant principles:

Active participation of each instrument investigator

and the spacecraft development contractor. Due to

the complex nature of the UARS spacecraft, such par-

ticipation will be required for effective operation of

the observatory.

Coordination of flight operations activities and instru-

ment operation will be essential to ensure that the

science program satisfies the UARS Project science

objectives.

5.1.3 Operations Flow

UARS flight operations, as shown in Figure 5-1, will be guided

by a Long-Term Science Plan. This plan will be developed by the

Science Team, which includes each UARS Principal Investigator.

The Science Team is chaired by the UARS Project Scientist, and

meets periodically at GSFC. The Flight Operations Team for

UARS will support science planning activities by serving as the

spokesman for capabilities and constraints of both the ground

system and spacecraft.
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DailySciencePlanswill bedevelopedbyascience-orientedMis-
sionPlanningGroup,underthedirectionoftheProjectScientist,
andinconjunctionwith the instrumentinvestigators.TheDaily
SciencePlanfor instrumentcontrolwill containallthe informa-
tionneededfor commandgeneration.Dailyscienceplanningwill
beperformedat GSFCona normalwork-weekschedule,such
thateachplanwill beavailableseveraldaysinadvanceto allow
for reviewandrevision.

Theseplanswill befiledinthe CommandManagementSystem
(CMS)computerat GSFCandwill beavailablebytelecommuni-
cationsto RemoteAnalysisComputers(RACs)atvariousinvesti-
gator locations.The CMS computerwill also serveas the
repositoryfor spacecraftoperationsplanningandschedulingaid
information.

ThePIswillprovidecommand,commandsequence,andgeneric
timinginformationto theCMSforscheduling.Usingthesched-
ule informationdevelopedby the instrumentinvestigators,the
CMSwillgeneratecommandsto controlUARSobservatoryop-
erations.Thesecommandswill followthe DailySciencePlans.
TheCMSwill performvalidityandconstraintchecks.It willalso
provideprocessedcommandtimelinesforreviewatGSFCandat
RemoteAnalysisComputerlocations.

The ProjectOperationsControlCenter(POCC)is locatedat
GSFC.ThePOCCwill bethefocalpointfor on-orbitoperations
andwill bemannedaroundtheclock,sevendaysperweek,by
theflightoperationsteam.ThePOCCwilluplinkcommandspre-
paredbytheCMS,andwill verifysuccessfuluplink.Thedesir-
abilityof limitingroutineuplinkactivityto onceperdayyieldsa
projectgoalof 24-houron-boardautonomy.If necessary,spe-
cific commandscanbe generatedby the POCCthroughkey-
boardinput.
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Instrument health and safety will be monitored by the Flight Op-

erations Team during all real-time contacts. However, each in-

strument investigator must monitor the performance of his

instrument, and each investigator is responsible for any trouble-

shooting or on-board software maintenance related to his instru-

ment. Investigators will be able to access POCC displays by

telecommunications to remote KCRT terminals. Recorded telem-

etry playback data will normally be available to Remote Analysis

Computers within one or two days. One quick-look tape play- -

back will be available on each eight-hour work shift within one

hour after receipt at GSFC. Each instrument investigator is also

responsible for maintaining ground system data base information --

for his instrument, and for insuring that performance knowledge

is properly factored into plans for ongoing operations.

5.2 Ground System Description

Ground system facilities for UARS flight operations will include a

combination of GSFC institutional facilities and mission unique

facilities. The operational system is shown in Figure 5-1.

The Project Operations Control Center (POCC), Command Man-

agement System (CMS), and Flight Dynamics Facility (FDF)

computer systems are interconnected by computer-to-computer

links for UARS data transfers. Figures 5-1 through 5-5 show the

various interfaces as well as the functions of the ground ele-

ments. The Software Development and Validation Facility

(SDVF) will exchange data with the GSFC facilities over a dedi-

cated communication line provided by the NASA Communica-

tions Network (NASCOM). The Data Capture Facility (DCF) will

respond to POCC requests for data from the telemetry archive -

using magnetic tape. Science and mission planning personnel

will interface with the CMS using local CMS terminals. Investiga-

tors have access to the CMS through the Remote Analysis Corn- -
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puter (RAC) link to the Central Data Handling Facility (CDHF).

The POCC KCRTs located at investigator facilities connect di-

rectly into the POCC computer system through dial-up modem
ports.

5.2.1 Institutional Elements

Several NASA institutional elements will provide routine support
for UARS.

The Space Network (SN) will provide primary RF communica-

tions to and from the orbiting observatory through the Tracking
and Data Relay Satellite (TDRS) S-band Single Access (SSA) or

S-band Multiple Access (SMA) service. The network will also

provide UARS tracking information in the form of time-marked
range and range rate.

The NASA Communications Network (NASCOM) will provide

communications among all the NASA ground elements, includ-
ing communications between the NASA Ground Terminal (NGT)

at White Sands, New Mexico, and various ground system ele-
ments located at GSFC. NASCOM will also provide communica-

tions between Johnson Space Center (JSC) and Kennedy Space

Center (KSC) ground elements and GSFC ground elements.

NASCOM and the Space Network resources are scheduled by
the Network Control Center (NCC) located at GSFC.

The Program Support Communications Network (PSCN) will pro-
vide computer-to-computer communications between the inves-

tigators' Remote Access Computers (RACs) and the Central Data

Handling Facility (CDHF) at GSFC.

The Project Operations Control Center (POCC), located at GSFC,

will use the facilities of the Multi-Satellite Operations Control

Center (MSOCC). The POCC will serve as the focal point for all

UARS operations. It will be manned by the Flight Operations
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Team (FOT) and will be the primary interface with the UARS

Observatory for command and telemetry. The POCC will also

function as the center for health and safety of the observatory,

and for coordination of all activities necessary for achieving mis-

sion objectives. During the UARS mission, the UARS POCC will

share the facilities and services of the MSOCC with other satel-

lite missions.

The Command Management System (CMS) will generate the

stored command load and instrument microprocessor loads and

will send these loads to the POCC for transmission to the ob-

servatory. The CMS will maintain a database of instrument and

spacecraft commands, command sequences, and microproces-

sor loads for the generation of daily operational commands. It

will provide tools and planning aids to users to facilitate planning

and command generation, and it will automatically perform va-

lidity and constraint checks on command requests.

The Flight Dynamics Facility (FDF) will determine observatory

orbit and attitude, and will provide maneuver planning and analy-

sis support to Flight Operations. The FDF will receive tracking

information from Space Network, through NASCOM, for use in

computation of UARS definitive and predicted orbit information.

The FDF will provide, through the CMS, the daily UARS and

TDRS ephemerides and UARS star catalogs for upload to the

spacecraft. The FDF will also provide planning aids for use by

the Flight Operations Team (FOT) and Mission Planning Group

(MPG) in daily planning. UARS Observatory telemetry will be

provided to the FDF to facilitate the computation of spacecraft

attitude. Support for instrument alignment verification, orbit ma-

neuvers, and performance and calibration of the Attitude Deter-

mination and Control Subsystem (AD&CS) will be provided as

needed.
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The Data Capture Facility (DCF) will collect telemetry data for

science-oriented processing, and will archive playback data for

possible use by the Flight Operations Team. The DCF will provide

the first level of processing by reversing sequence, eliminating

redundant data, and cataloging. The DCF services are shared

with other spacecraft missions.

The Kennedy Space Center (KSC) and STS Mission Control

Center-Houston (MCC-H) will provide support during prelaunch,

launch, and deployment operations. The UARS observatory will

be launched aboard a NASA Space Transportation System (STS)

launch vehicle from the Kennedy Space Center (KSC) in Cape

Canaveral, Florida. The STS will be under the control of the STS

Mission Control Center (MCC-H) located at NASA Johnson

Space Center (JSC) in Houston, Texas. Prelaunch operations will

include considerable testing of the interfaces between the UARS

observatory, STS, KSC, and POCC. During prelaunch, launch,

and deployment operations, all commanding to and telemetry

from UARS will be routed through the MCC-H.

The Shuttle/POCC Interface Facility (SPIF), located at GSFC, will

provide communications and STS-unique data handling support

through UARS launch and deployment. The SPIF will also pro-

vide interface testing and simulation support during prelaunch

checkout. The SPIF will provide STS orbital, attitude, and ancil-

lary data to the FDF for further processing. The FDF will use the

data to generate initial ephemerides and to provide special dis-

play information to the POCC during launch and deployment.

5.2.2 Project-Unique Elements

Other ground system elements provide special support for the

UARS mission. These elements include:
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The Central Data Handling Facility (CDHF), located at GSFC, is a

project-unique ground data processing system that will handle

all centralized processing of UARS science data. The CDHF is

described in detail in Section 6.

The Software Development and Validation Facility (SDVF), lo-

cated at the spacecraft contractor's site in Valley Forge, Pennsyl-

vania, will be used for on-orbit anomaly analysis as well as

maintenance and update support for spacecraft computer soft-

ware. The SDVF will develop and verify on-board computer soft-

ware changes before forwarding them to the POCC for upload to

the spacecraft. The SDVF will also have access to all POCC dis-

plays through a KCRT linked by modem to the POCC.

A Remote Analysis Computer (RAC) and POCC Computer Termi-

nal (KCRT) will be located at each instrument investigator facili-

ty. These will be used for operational support and data analysis.

The RACs will be used for flight operations purposes to provide

each instrument team with the means of updating the CMS data

bases and to provide access to current plans and planning aids.

PIs will also use the RACs to submit command sequences and

instrument microprocessor loads to the CMS. The KCRT will let

PIs view telemetry from the observatory during real-time con-

tacts.

The UARS Test and Training Simulator (UTTS) will be available

for testing the ground system and training the Flight Operations
Team (FOT). :l-he UTTS will be able to simulate nominal operation

of the UARS spacecraft as well as anomalies. It will be used

extensively during prelaunch to validate the system and train the

FOT. The UTTS will also be used to validate the flight plan, pro-

cedures, and data bases.
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5.3 Roles and Responsibilities

Specific roles and responsibilities of the UARS Flight Operations

participants are as follows:

The Mission Operations Manager is responsible for developing

requirements for, and for the management of, that portion of the

ground system supporting flight operations. After launch, he will

be responsible for the operation of the observatory. The Mission

Operations Manager will work closely with the Project Scientist,

Data Systems Manager, and the Flight Operations Manager.

The Project Scientist is responsible for meeting the science ob-

jectives of the mission and for ensuring the timely availability of

processed data. The Project Scientist will chair the Science

Team and the Mission Planning Group.

The Science Team will consist of all the UARS Principal Investi-

gators (PIs), the UARS Project Scientist, and a representative

from the Flight Operations Team. It will be chaired by the UARS

Project Scientist. The Science Team will create all science

oriented long-term plans to meet science mission objectives.

The M_ssion Planning Group (MPG) will be responsible for all

operations-oriented planning, and will coordinate the daily sci-

ence plans with the long-term science plans. The MPG will be

made up of science personnel, mission operations personnel,

and spacecraft operations personnel. It will be directed by the

Project Scientist. The MPG will use the CMS-provided planning

aids in the production of daily science plans. The MPG will also

coordinate the instrument investigators' data base. This data ba-

se will contain instrument command loads, instrument micropro-

cessor loads, and instrument constraints.
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The Instrument Investigators will provide CMS data base inputs

of command sequences, microprocessor loads, or both, as ap-

propriate. These will be used to control instrument operation,

maintain instrument microprocessor software, and verify instru-

ment operational performance. Each investigator will advise the

MPG and Science Team of the performance analysis and evalua-
tion of his instrument.

The Flight Operations Team (FOT) will conduct on-orbit opera-

tions, and will staff the POCC twenty-four hours per day, seven

days per week. The FOT will be responsible for the performance

of the spacecraft, coordination of data base maintenance, and

coordination of command activities associated with operations.

The FOT will provide the UARS Science Team and the Mission

Planning Group with support regarding capabilities and con-
straints of both spacecraft and ground system. The FOT will also

provide prelaunch support in the form of testing and training to
ensure readiness for on-orbit operations. Figure 5-2 shows the

composition of the FOT.

The Mission Operations and Data Systems Directorate
(MO&DSD) will provide the ground system for UARS flight oper-

ations and centralized ground data processing. In addition, the

MO&DSD will provide a training simulator and will provide sup-

port for mission analysis to determine launch time, optimum or-

bit, orbit decay, network coverage, and observatory attitude.

The MO&DSD may use a mission contractor to provide these
services.

5.4 Normal Operations

5.4.1 Routine Planning

Routine planning for the UARS mission is a multi-phase process.

The process is part of a consistent, coordinated system de-

signed to meet the UARS mission goals. Briefly, a Long-Term

Science Plan will establish guidelines for achieving mission ob-

jectives. Daily Science Plans will define the UARS instrument
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activities needed to satisfy the long-term science goals. Daily

Operations Plans will incorporate the daily science activities and

will define the observatory functions needed to support those

activities. A typical 96-minute orbit is shown in Figure 1-11.

5.4.2 Mission Planning

Mission planning, to establish the goals and objectives for the

full UARS mission, will be an ongoing procedure that will be

continually revised and refined. Mission planning will be per-

formed by the UARS Mission Planning Group at NASA Goddard

Space Flight Center (GSFC). A Long-Term Science Plan will then

be created by the UARS Science Team to reflect the UARS mis-

sion planning objectives.

5.4.2.1 Long-Term Science Planning

The Long-Term Science Plan will consist of:

science goals for the UARS mission,

guidelines for daily planning,

preferred approaches for satisfying UARS scientific

objectives,

requirements for coordination between the instru-

ments, and

definitions of special events.

The Long-Term Science Plan will be updated periodically to re-

flect then-current capabilities of the UARS observatory and

ground system. For example, the Long-Term Science Plan will be

updated during the first month of the UARS mission to reflect

the actual launch parameters and initial orbital performance. Lat-

er updates will accommodate any observed degradation or other

changes in instrument or spacecraft capabilities.
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5.4.2.2 Daily Planning

Daily Operations Plans will define the instrument and spacecraft

activities needed to collect mission science data on a daily basis.

The Mission Planning group will prepare the Daily Operations

Plans by following the guidelines of the Long-Term Science Plan.

The Daily Operations Plan will consist of ten separate instrument

science plans, a Solar Stellar Pointing Platform (SSPP) science

plan, and a spacecraft operations plan. The Mission Planning

Group will coordinate each Daily Science Plan with the instru-

ment Principal Investigators (PIs) and the Flight Operations Team

(FOT). This process will insure that the Daily Operations Plan is

consistent with current observatory and instrument constraints.

Figure 5-3 shows a flow of the planning process.

5.4.3 Command Generation

Command generation is the process through which Daily Opera-
tions Plans are converted into real-time commands, instrument

microprocessor instructions, and stored commands. Also includ-

ed in command generation are spacecraft and TDRS ephemeris

table loads. The Command Management System (CMS) at

GSFC will serve as the focal point for this process.Each instru-

ment PI will have access to the CMS through a Remote Analysis

Computer (RAC). The FOT will have access to the CMS through

dedicated CMS terminals. In addition to generating commands

and ephemeris tables, the command generation process will cre-

ate activity plans, activity lists, and integrated schedules (see

Figure 5-4).

Activity Plans

The command generation process will begin with the

creation of activity plans by the Mission Planning

Group. These plans consist of lists of activities (e.g.,
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SCIENCE OBJECTIVES MISSION OBJECTIVES

SCIENCE TEAM

LONG TERM
SCIENCE PLAN

FLIGHT OPERATIONS

PI SPECIFIC INPUT COORDINATION

1 i ILY OPERATIONS PLAN

DALLY COMMAND GENERATION

FiXTure 5-3. Flight Operations Planning Flow

normal daylight scan) and corresponding generic

times for these activities (e.g., 5 minutes before sun-

set). The activity plans will be entered into the CMS

where they can be reviewed by the PIs.
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Activity List

The CMS witl generate an activity list by converting

the activity plans into specific commands or instru-

ment microprocessor loads. These will be placed in

the correct time sequence with specific time-tags. For

example, if an activity plan entry is for a measure-

ment to be taken every orbit, the activity list will in-

clude the specific actions associated with that

measurement and will time-tag those actions to occur

during each of the 15 orbits for that day.

Ephemeris

Daily command generation will include the generation

of the spacecraft and TDRS ephemeris tables. The

CMS will convert ephemeris data from the FDF into

an OBC table load by processing the data with the

correct time parameters. The CMS wilt then forward

the OBC ephemeris table load to the POCC for upload

to the observatory.

Integrated Schedule

After completing the final activity lists for each of the

instruments, for the Solar Stellar Pointing Platform

(SSPP), and for spacecraft operations, as well as gen

erating the ephemeris table loads, the CMS will gen-

erate a comprehensive activity list. This will be an

integrated schedule for the operation of the UARS

spacecraft, subsystems, and instruments. The inte-

grated schedule will coordinate all elements created

by the command generation process.

Command Output

The output of the command generation process will

include stored commands, instrument microprocessor

load files, spacecraft and TDRS ephemeris table
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loads, and real-time command files, all of which will

be uplinked to the UARS spacecraft. In addition, the

command generation process produces a set of pro-
cedures, schedules, and plans for implementation by
the FOT.

5.4.4 Real-time Operations

The Flight Operations Team will conduct real-time operations

from the UARS POCC. Real-time operations will be dictated by
the availability of the Space Network. TDRS communication will

be scheduled in advance by the Network Control Center located

_ at GSFC, and TDRS contact times will be incorporated into the
Daily Operations Schedule.

The Daily Operations Schedule will be generated from the Inte-

grated Schedule, and will be a listing of generic activities sched-
uled for the UARS observatory. This schedule will be used to

organize the POCC activities.

A typical Daily Operations Schedule will call for one real-time

contact per orbit to verify the health and safety of the instru-

ments and spacecraft, and to retrieve recorded telemetry data. In

addition, the real-time contact will be able to acquire tracking
data as required. Uplink operations (which include the stored

commands loads, instrument microprocessor loads, and ephem-
eris loads) are sent once a day during an orbit contact.

The daily uplink message schedule will routinely include one

stored command load and one or more ephemeris loads. It may
also include one or more instrument microprocessor loads or a

star catalog input. Non-routine real-time activities will be added

to the daily operations schedule by the FOT as needed (see Fig-
ure 5-5).
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REAL-TIME OPERATIONS

• 15 MINUTE CONTACT ONCE/ORBIT:

-- Tape recorder playback (each contact)
-- Ranging (as required)
-- Commanding (goal of one stored load per day)
-- Performance monitoring (throughout)
-- OBC memory verification (as required)

• COMMANDING:

R/T VERIFY

TYPE SOURCE (POCC)

Real-Time

Stored

Ephemerides/
Star Catalog
(Obsv, TDRSS)

Instrument RAC (via CMS)
microprocessor

OBC Memory SDVF

PERFORMANCE MONITORING:

POCC Execution

CMS OBC Dump

FDF (via CMS) OBC Dump

m

Command count

OBC Dump

POCC processes/displays 32 kbps (or 1 kbps) telemetry
FDF provides near RFr attitude (Obsv, HGAS, SSPP)
POCC computes/displays observatory attitude
POCC monitors/acts to preserve health & safety of
observatory & instruments
POCC displays are accessible to PI via KCRT
POCC records/processes one playback per day for trend
analysis
POCC processes/displays 32 kbps OBC dump

Figure 5-5. Real-time Contact Operations

The POCC computer system will initiate and monitor the trans-

mission of each uplink message to the observatory. Any real-

time command that performs a critical spacecraft function (i.e.,

firing a pyrotechnic device) will require confirmation before im-
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plementation. The POCC computer system will also process in-

coming real-time telemetry data and will generate appropriate

displays throughout each real-time contact. Telemetry process-

ing in the POCC will include decommutation and calibration,

conversion to engineering units, interpretation of discrete param-

eters, limit checks of analog parameters, and generation of alarm

messages to alert operations personnel to predefined telemetry

indications.

Periodically, real-time attitude sensor data from UARS will be

provided to the FDF so that UARS attitude knowledge can be
determined in near real-time. This data will be available at the

POCC through video displays from the FDF. The instrument PIs

will be able to monitor real-time contact to display selected in-

strument data. The PIs will have access through four dial-up

modems in the POCC, using the KCRTs located at the PI facili-

ties.

In each real-time contact, initial priority will be given to establish-

ing reliable communications links to and from the observatory.

Once the communication links are established, the UARS tape

recorders will be given the command for playback. Other real-

time activities will be performed after the initiation of tape re-

corder playback. POCC displays will be used to monitor health

and safety of the UARS subsystems and instruments. In the
event of anomalous instrument health and safety indications,

the FOT will initiate commands to the observatory to correct or

minimize the apparent problems.

5.4.5 Post-contact Follow-up

Post-contact Operations will assess the performance of the in-

struments and spacecraft, and will establish baseline data for

trend analysis and anomaly investigation. These operations in-

clude extraction of specified data from telemetry playbacks, gen-

eration of history files for use in trend analysis, evaluation of

5-21



spacecraft operation and instrument performance, and prepara-
tion of periodic status and performance reports. The POCC will

process one telemetry playback per day for post-contact opera-
tions.

The DCF will provide quick-look data by processing one playback
each eight-hour shift. The quick-look data will be available for

instrument evaluation by the PIs through access to the CDHF.

5.4.6 Special Observations

Unique opportunities to make special observations of scientific

interest are likely to arise during the UARS mission. These might

include the effects of a volcanic eruption or a significant solar
flare. In such instances, special procedures will be invoked to

take advantage of the opportunity at hand. The Mission Planning

Group will be the focal point for initiating such procedures. Ac-

tivity plans and activity lists for these special opportunities will

be generated in a manner similar to that used for generating the
daily procedures and plans.

5.5 Special Operations

5.5.1 Launch and Deployment

The UARS Observatory will be launched on the NASA Space
Transportation System (STS). Beginning with launch, there will

be 5 operational phases for the UARS. The 5 phases are:

STS Launch

Post-Insertion

Payload In-Bay Checkout
Deployment
Post-Release
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Figure5-6showsamissiontimelinefor LaunchandDeployment.

5.5.1.1 Launch and Deployment Ground System Configuration

The ground system configuration during launch and deployment
is unique to those phases, because the POCC must interface

with the UARS through the Space Transportation System (STS).

All commands from the POCC must be sent through the STS by

way of the Johnson Space Center (JSC) Mission Control Center-

Houston (MCC-H), and all telemetry from the UARS must be

sent through the STS orbiter communication systems, to the
MCC-H, and forwarded to the GSFC ground facilities.

Data that comes from the STS orbiter is called the STS orbiter

downlink. This consists of STS data, special UARS Airborne

Support Equipment (UASE) data, and UARS telemetry. The
MCC-H strips out the UARS data and the UASE data, so it can

treat each of the three sets of data separately. It then packs each
set of data into blocks of 4800 bits, suitable for NASCOM, and

sends these blocks over the NASCOM data network (see Figure
5-7). These data blocks will be processed by separate facilities

at GSFC. The POCC, SPIF, and FDF are equipped to process the
downlinked NASA data blocks.

The Project Operations Control Center (POCC) will re-

ceive and process the UARS telemetry data blocks.

Once at the POCC, the UARS telemetry will be con-

verted to engineering units and will be displayed to
verify commands sent to the spacecraft.

The Shuttle/POCC Interface Facility (SPIF) will receive

and process blocks of STS orbiter data and blocks of
UASE data from the NASCOM network. The SPIF will

convert the UASE data into engineering units and will

provide video displays of this data to the POCC. In



UARS Activities

UASE ON

Pwr MMS l_l
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Survival Htrs ON

Start In-bay Check out

UARS to Battery Pwr

TLM Blackout

UARS Xmitter ON

TLM/CMD checkout

ACS checkout

HGAS Deploy

HGAS RF Test

Solar Array deploy

Solar Array Sun Acq.

NBTR / OBC dump via TDRS

SSPP deploy

ZEPS deploy

Separation CMD

Thrusters Fire (if necessary)

STS Activities

LAUNCH

Pt_B OPEN

RMS Grapple

ROEU Disconnect

Terminate Ku-band

Unberth

Esb PI RF link

RELEASE

TDRS Acq.

Relinquish PI link

TIME"
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• Typical time

dependent on

crew schedule.

comm schedule,

etc,

Figure 5-6. UARS Mission Timeline for Launch and Deployment

addition, the SPIF will separate specific portions of

data (including STS orbit, attitude, RMS joint angles,

and sun angles) from the STS orbiter data block and

will send that data to the FDF.
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Figure 5-7. Ground System Functions and Interfaces During
Launch and Deployment

The Flight Dynamics Facility (FDF) will receive the

STS orbit, RMS, and other orbiter data from the SPIF,

will calculate ephemeris coefficients for the UARS

Onboard Computer (OBC), and will transmit these co-

efficients to the Command Management System

(CMS). In addition, the FDF will process spacecraft

attitude and position data into real-time video displays
at the POCC.
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The Command Management System (CMS) will con-

vert the calculated ephemeris coefficients from the

FDF to an uplinkable UARS ephemeris table load.

Launch and deployment operations will demand a high degree of

coordination and communication. They will require special inter-

faces between the MCC-H, SPIE and FDF in order to process the

data flowing to and from the STS. Normal flight operations

(when the UARS is on-orbit) will not have to interface with the

MCC-H to send commands, nor will the downlink have to be

processed by the SPIF and by the special STS-related software in

the FDF. Figure 5-8 shows the ground system elements for

Launch and Deployment.

5.5.1.2 STS Launch

The STS Launch phase begins with the launch of the STS from

the Kennedy Space Center (KSC) and ends when the orbiter es-

tablishes the deployment orbit for UARS. During this phase,

there will be no UARS flight operation activities.

5.5.1.3 Post-insertion

The Post-insertion phase begins when the UARS is configured to

remain in the STS cargo bay for an extended period of time. The

MCC-H will direct the STS crew, through voice communication,

to place the orbiter in a safe operational condition. This includes

opening the payload bay doors to dissipate thermal energy, es-

tablishing orbiter-to-ground communications, and inhibiting orbi-

ter operations that might damage the UARS while the payload

bay doors are open.

An astronaut on board the orbiter will initialize the UARS Air-

borne Support Equipment under the direction of the MCC-H.

Once the UASE is on, the FOT will remotely check the UASE at

the POCC using UASE video displays provided by the SPIF will
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verify proper interface with the STS communication systems.

During UARS initialization, the FOT will command the UARS sur-

vival heaters to establish UARS temperature control. In addition,

the FOT will send the command to begin battery charging.

5.5.1.4 Payload In-Bay Checkout

The Payload In-Bay Checkout is an extensive testing procedure

designed to assure that the UARS subsystems are functioning
properly. Payload In-Bay Checkout will begin after the initializa-

tion procedures have been performed during the Post-insertion

phase. This phase will include a Multimission Modular Space-

craft (MMS) functional checkout to assure the performance of

the Modular Attitude Control Subsystem (MACS), Control and

Data Handling Subsystem (C&DH), Signal Conditioning and Con-

trol Unit Subsystem (SC&CU), and Modular Power Subsystem
(MPS).

All MMS prime and redundant subsystem components will be

powered on to verify electrical continuity and telemetry. In addi-
tion, Subsystem Confidence Testing will verify the proper opera-

tion of specific UARS subsystems that are not part of the MMS.

All prime and redundant components will be checked as in the

MMS testing procedure. An ephemeris uplink will be completed

to load the OBC with the data required for attitude control, atti-

tude determination, and pointing.

5.5.1.5 Deployment

The Deployment phase includes both STS orbiter and POCC op-

erational activities. First, the STS will be prepared for deploy-
ment of the UARS. The MCC-H will direct the STS to maneuver

to a deployment attitude such that the sun will not damage any
of the UARS instruments. After the STS is ready for the RMS
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operations, the UARS will be prepared for deployment. Prepara-

tion will consist mainly of disengagement of the UARS systems

(hardline power, telemetry, command functions) from the STS.

Once the UARS is electrically disconnected from the STS, telem-

etry from the UARS will be suspended until an RF link is estab-

lished between UARS and the POCC.

The RMS deployment procedure will be initiated by unberthing

the UARS from the STS payload bay. The UARS observatory will

then be rotated and translated on the end of the RMS to an

orbital attitude suitable for continued checkout and testing.

When the UARS observatory is placed in the appropriate check-

out orientation, it will communicate with the ground though the

STS RF system, using an RF link between the UARS Omni-

antenna and the STS. Once this link is verified to be operating

properly, the High-Gain Antenna System will be tested, and a

command-and-telemetry link will be established between the

High-Gain Antenna and the Tracking and Data Relay Satellite

(TDRS). At this point, communications will be available both

through STS RF systems and through the Space Network.

The solar array will be deployed and checked next, to assure

UARS power. This will be followed by deployment and testing of

the Solar Stellar Pointing Platform (SSPP) and the PEM ZEPS

instrument boom. After these have been tested by POCC com-

mands, the grapple fixture on the UARS will be released by the
RMS at the direction of the MCC-H.

-_ 5.5.1.6 Post-release

The Post-release phase is the final operation to be performed in

conjunction with the STS orbiter crew. Separation from the STS

will be completed by releasing the UARS spacecraft and pulling

the RMS back to a safe position. At this point, the FOT will send

a command to activate the UARS attitude control reaction
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wheels. The STS crew will then perform an STS Backoff Maneu-

ver, moving the STS away from the UARS to a distance of at
least 48 feet. Next, the POCC will send a command to the UARS

to enable the use of UARS thrusters to achieve attitude stability.

At the end of UARS separation, the FOT will issue a command to

reconfigure the Omni-antennas for communication through the

Space Network. This will discontinue communications through
the STS orbiter, and leave communications through the High-

Gain Antenna and the Space Network as the the primary link
between UARS and POCC. Final Checkout of the UARS will be

completed entirely by POCC commands. Any subsystem which
was not checked while in the STS orbiter bay or on the STS RMS
will be tested at this time.

5.5.2 Early Orbit Operations

5.5.2.1 Activation

An activation period of approximately thirty days is planned to

permit turn-on and initial checkout of various spacecraft and in- --

strument systems. Throughout this period, spacecraft and in-

strument operations will be planned and controlled from the

POCC. Each instrument investigator will be scheduled to support
the activation of his instrument from GSFC.

During the instrument activation period each instrument will be --

gradually brought up to full operation. Most of the instruments

will have outgassing periods of 14 days or more before they are
activated. Some will require heaters and other equipment to be

placed in a specific configuration before the outgassing period.

Some instruments will unlock the gimbals of their rotating struc-

ture so they can be placed in an orientation compatible with
thermal and activation constraints. --
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Eachinstrumentinvestigatorwill activatehis instrumentar
brlngit upto nominaloperatingcondition.Theactivationofeac
instrumentwillbescheduledforadesignatedtimeat theendc

the outgas period, and will be scheduled around routine space

craft operations. Most of the activation procedure will be con-
ducted by means of stored commands, but each instrument

team will be at the POCC during scheduled contacts to conduct

real-time command and telemetry verification.

Each instrument team will devote as much time as possible to

activating and checking out its particular instrument. Instru-

ments already activated at any given time will be operated by
means of routine stored command loads. Additional activation

time may be scheduled for instrument teams if required for deal-
ing with anomalous conditions. Instrument teams will have to

rely on data from their RACs to assess performance of their in-

struments; no Instrument Ground Support Equipment (IGSE) will
be present at the POCC.

As each subsystem or instrument is activated, routine opera-

tions for that subsystem or instrument will begin. In early stages
of routine operation, various instrument investigators may be

asked to perform Mission Planning Group functions either at
GSFC or through the CMS-RAC interface. This involvement of

the instrument investigators may be required to establish an ini-

tial performance baseline and to confirm or update predefined
operating sequences.

Once the performance baseline and operating sequences are es-

tablished, planning responsibilities for routine operations will

move to the Mission Planning Group. The Project Scientist will

coordinate with each instrument investigator to schedule this

transfer of responsibilities. By approximately sixty days after

launch, all planning responsibilities for routine instrument opera-

tions should rest with the Mission Planning Group. In case of

unexpected instrument performance, the Project Scientist may

extend or reinstate investigator responsibility for mission plan-
ning functions.
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Theactivationperiodwill includea numberof activitiesto pre-
parethe spacecraftfor routineoperation.A storedcommand
routinewill beestablishedbyloadinga storedcommandblock
onceperdayat aspecifictimeof day,anda contactandtape
recordermanagementroutinewill be establishedwith these
storedcommands.Thetaperecorderswillswitchbackandforth
betweenplaybackandrecord,to ensurethat all dataarecap-
tured.

Spacecraftephemerismanagementwill begin,loadinga new
ephemerisinto the OBCeachdayor as requiredby the ACS
softwareto maintainobservatorypointing.Earlyintheactivation
period,theACSwill becommandedto usestartrackerinforma-
tion,andfinepointingwitherrorsoflessthan108arcsecwillbe
established.

5.5.2.2 Alignment

Some of the spacecraft subsystems and some of the instru-

ments will require alignment and calibration. This will confirm or

improve upon pre-launch knowledge of various performance pa-

rameters relating to pointing and positioning of the spacecraft
and instruments. The program of calibration and alignment will

begin once routine operations have been established for the

spacecraft and all instruments.

Some of the spacecraft subsystems that may require alignments
and calibration are: the Fixed-Head Star Tracker (correctly deter-

mine its orientation with respect to the other FHST and ACS

master reference point), Earth Sensors (correctly align their posi-
tions and calibrate them for correct pointing), Fine Sun Sensor

(correctly align its position and calibrate it for correct pointing),

gyros (calibrate the drift of all 3 gyros), HGAS (calibrate for

pointing and gimbal angles), SSPP (calibrate pointing), and the
solar array (calibrate the tracking function). Once these space-
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craftalignmentsarecompleted,the instrumentboresightalign-
mentanalysiscanproceed.Thiswill determineandcorrectfor
anymisalignmentor calibrationshift incurredduringlaunchor
earlyorbits.

Astelemetrydataareaccumulated,theFlightDynamicsFacility
(FDF)will analyzespacecraftattitudesensordatato develop
post-launchcalibrationandalignmentparametersfor eachsen-
sor.Instrumentinvestigatorswill alsoanalyzeinstrumentmea-
surementsto developboresightorientationdata.Thisdatawill
beusedbythe FDFto developcomparablepost-launchalign-
mentvaluesfor specificparticipatinginstrumentsandfor the
basicspacecraftalignmentreferencesystem.

If spacecraftmaneuvers(5-degreecalibrationroll,yawreversal)
arerequiredto provideanalysisinputdata,the FDFwill define
appropriatemaneuverrequirementsfor implementationby the

,.., MissionPlanningGroupandFlightOperationsTeam.Instrument
investigatorswillhelpdefinethemaneuversthat involveinstru-
mentdataacquisition.Basedon theseanalyses,it maybenec-
essary to provide updatesto calibration and alignment

--- parametersstoredin the On-BoardComputer.If suchupdates
are required,the FDFwill provideupdateinformationto the
FlightOperationsTeamfor implementation.TheFlightOpera-

_. tionsTeamwill thenconvertthis informationinto OBCtable
loadsusingthePOCCcomputersystem.TheSoftwareDevelop-
mentand VerificationFacility(SDVF)will providesupportas
needed.

5.5.3 Spacecraft Maneuvers

Special spacecraft maneuvers will be scheduled from time to

time throughout the UARS mission. These will include yaw turn-

around maneuvers to accommodate sun/orbit plane transitions,
roll offset maneuvers to permit above-limb viewing by selected

instruments, special attitude offset maneuvers to provide sensor

calibration data, and orbit adjust maneuvers to compensate for
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gradualdecayof theobservatoryorbit.Advancenoticeof each
maneuverwill begiveninsufficienttimeto befactoredintothe
normaldailyplanningcycle,whichnormallybeginsfourto seven
daysbeforetheoperationalday.

A nominalplanforeachtypeof maneuverwillbeavailableprior
to launch,andwillserveasthe startingpointforplanningeach
maneuver.Thedefinitiveplanfor eachmaneuverwill bedevel-
opedjointlybythe FlightOperationsTeamandthe FlightDy-
namicsFacility.Thiswill beavailableforreviewandcommentat
leastfourdaysbeforethedayof themaneuver.

5.5.3.1Yaw-around

A yaw-around maneuver will be required approximately every 34

days. The schedule for these maneuvers will be dictated by the

sun angle and the restriction that sunlight not be on the cold side

of the spacecraft at an angle of greater than 10 degrees. This

restriction provides 1 or 2 days latitude around the sun crossing

time to perform the yaw-around maneuver. The sun crossing
time is that point at which the sun crosses the spacecraft orbit

plane.

This 180-degree yaw slew will be accomplished during a 45-

minute period centered about midnight of the umbra. Pre- and --

post-maneuver operations will extend the maneuver time to a
total of 8 hours. The entire operation will be under control of the

POCC, but the spacecraft has the capability to complete the _

maneuver or return to the original position if contact with the

POCC is lost. The 180-degree yaw slew will be accomplished

with reaction wheels only. During the maneuver, the direction of

solar array rotation must be reversed for the solar array to con- --

tinue tracking the sun. The instruments will be placed in a stand-

by condition prior to the maneuver and will remain at standby

until the maneuver is completed.
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5.5.3.2 Alignment Roll Offset

A roll offset maneuver may be required for calibration and align-

ment of instruments. This consists of a roll up of the cold side of

the spacecraft by approximately 5 degrees to provide certain in-

struments a view above the horizon. The view will provide star

and planet contacts, and a view of space for calibration. Of the

instruments not requiring this maneuver, some will be placed in

standby, while those instruments with their own pointing sys-

tems will continue to operate. The roll up will be maintained for a

short period, after which the observatory will return to nominal
position.

Those instrument investigators whose instruments are involved

in roll offset maneuvers will also participate in planning the ma-

neuver sequence. Any instrument reconfiguration that needs to

take place before or after any maneuver will be planned by the

instrument investigator and will be coordinated and scheduled

by the Mission Planning Group.

5.5.3.3 Orbit Adjust

Orbit adjust maneuvers will be performed periodically to keep

the observatory close to the nominal 600 km altitude orbit. The

schedule for these maneuvers will be dictated by orbit decay and

by orientation of the observatory. Due to the yaw-around maneu-

vers, the observatory is only in proper position to add velocity,

and thereby increase the orbit altitude, about half of the time.

The Flight Dynamics Facility will provide the necessary parame-

ters for the orbit adjust maneuver. The FDF will also perform

near real-time attitude determination throughout each maneuver.

Normal observatory operations will be suspended during a period

of time around the maneuver to allow preparation for and recov-

ery from the event. The Flight Dynamics Facility will generate

appropriate ephemerides and planning aid updates as soon as

possible after the orbit adjust maneuver is completed.
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5.5.4 Contingencies

During the UARS mission, various anomalous events could re-

quire the operation of the observatory in other than the normal

mode. These situations will be covered by contingency plans

and procedures. Some of the contingency situations that will be

planned for are: loss of communications, loss of attitude control

(the inability to maintain precision pointing), and loss of power or

reduced power capacity. In contingency situations, normal oper-

ational support will be augmented or modified to suit specific

needs.

Contingency plans involving loss of communication would be

triggered by the absence of telemetry from the observatory dur-

ing a scheduled contact or by the inability of the observatory to

respond to commands. This would occur if the observatory's

High-Gain Antenna System (HGAS) failed to point to TDRS, or if

the onboard transmitter were not turned ON, or if the onboard

transmitter were not properly configured due to failure of stored

command processing. Communication contingencies could also

arise from loss of the Space Network.

In the absence of Space Network support, the Deep Space Net-

work (DSN) resources can be scheduled to provide emergency

communication with the UARS Observatory. The DSN can pro- __

vide access to the observatory during approximately 13 of 15

orbits per day. However, because of orbit geometry and DSN

station location, there may be intervals of up to four hours with _

no coverage. Should the need for DSN support arise, the Flight

Operations Team will notify the NASCOM Control Center (NCC)

that a spacecraft emergency exists and that DSN support is re-

quested. The FOT will notify the NCC through the MSOCC

Scheduling Office.
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In the event of a loss of communications, contingency opera-

tions will use the spacecraft Omni-antenna to establish com-

mand and telemetry either through an alternate TDRS link or

through a DSN link. Once communications are established, the

possible cause of the problem can be determined, and the POCC

can issue a command for proper configuration or a reconfigura-

tion using redundant components.

The spacecraft contains software and hardware that can detect

certain situations where operations are outside of nominal preset

conditions. Such out-of-bound conditions could be caused by a

component failure or by improper commanding. Should the

spacecraft detect such conditions, it will switch into a mode

known as SAFEHOLD, to protect the observatory until contact is

established and the problem is corrected.

SAFEHOLD mode involves non-precision attitude control opera-

tion in a nominal spacecraft orientation, and may also involve

interruption of stored command execution. Should a SAFEHOLD

condition be encountered, the Flight Operations Team will imme-

diately confirm that no spacecraft subsystem or instrument has

been left in a dangerous configuration, and the FOT will take

prescribed corrective action if required. Attention will then be

directed toward determining the cause for transferring into

SAFEHOLD and toward planning and implementing a corrective

action and recovery procedure.

Flight Dynamics Facility support for near real-time attitude deter-

mination and troubleshooting assistance will be requested as

soon as possible after the SAFEHOLD condition is detected.

Such support will continue until recovery operations have been

completed. Full recovery from a SAFEHOLD condition is expect-

ed to occupy the operational ground system for six to eight

hours plus whatever time is needed to isolate and understand
the cause.
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Forsituationsthat involvespacecraftcomputeroperation,the
SoftwareDevelopmentandValidationFacility(SDVF)maybe-
comeinvolved.Computermemory-dumpdatawill betransmit-
ted from the POCCto the SDVFfor examination. If a
non-permanenttableparameterchangebecomesnecessary,the
POCCwill generateanappropriatecorrectivetableupdate;if a
permanenttableparameteror codingchangeis required,the
SDVFwillgenerateandtransmitthecorrectedmemoryimageto
the POCC.The POCCwill convertthis inputinto uptinkload
formatandwill transmitit tothespacecraft.A subsequentmem-
orydumpof theaffectedmemoryareawill beobtainedbythe
POCCto verifythatthe loadoperationwassuccessful.

Inthe eventof an instrumenthealth/safetyincident,theFlight
OperationsTeamwillfollowinstructionsprescribedbytheinstru-
mentinvestigatorandwillnotifyhimof theoccurrenceassoon
aspossible.Whenpossible,accessto pertinenttelemetrydata
willbearrangedbytheFOTInstrumentEngineerif requestedby
theInvestigator.Theinstrumentinvestigatorwill beresponsible
forevaluatingtheincidentandforadvisingtheMissionPlanning
Groupof instrumentstatusandplansfor resumingoperation.

5.6 Prelaunch Readiness

Prelaunch readiness activities include all those tasks that prepare

the UARS ground system equipment and personnel to support

the spacecraft during the UARS mission. This process requires

numerous hours of development, planning, training, analysis,

and coordination among all of the flight operations personnel,

including those in the Flight Operations Team (FOT), the Mission

Planning Group (MPG), the Mission Operations and Data Sys-

tems Directorate (MO&DSD), Kennedy Space Center (KSC),

Johnson Space Center (JSC), and at the observatory contractor.
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As a first step, the ground system configurations must be devel-

oped and implemented. Development includes the acquisition of

new hardware and software as well as the integration of new
elements with existing facilities. Once the ground systems are

operational in the UARS configurations, tests and simulations

will be used to train personnel and to validate the equipment,

software systems, databases, and networks. Finally, the actual
UARS hardware will be introduced in the validation activities,

first during subcontractor tests and then at KSC with prelaunch

tests involving all of the NASA centers (GSFC, JSC, KSC), sub-

contractors, and flight operations teams.
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- 6. Ground Data Handling System

6.1 Mission Baseline

The following UARS mission baseline elements relate to scien-

tific data processing. Figure 6-1 shows the UARS Ground Data

Handling System (also see Figure 5-1).

6.1.1 Period of Data Operations

w Data processing and analysis will begin at launch and will con-

tinue for at least 1 year after the termination of satellite opera-

tions. Data will be available through the National Space Science

Data Center (NSSDC) two years after the data is transmitted to

the ground.

6.1.2 UARS Investigator Complement

=- Each of the Instrument Principal Investigators and their associ-

ated Co-Investigators (Co-Is) has a UARS instrument. There are
10 other PIs with their Co-Is who will conduct theoretical stud-

ies. In addition, two collaborative investigators are developing

research algorithms to aid in processing data from two of the

remote sensors. The theoretical and instrument PIs, and the col-

laborative investigators form the UARS Science Team. The Sci-

ence Team is chaired by the Project Scientist.

6.1.3 Data Processing and Analysis Facility Support for

Investigators

All members of the Science Team will have facilities for the anal-

ysis of UARS data. These will consist of Remote Analysis Com-

puters (RACs) connected to a Central Data Handling Facility
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(CDHF).TheCDHFwill be thesourceof processedUARSdata
thatcanbeaccessedbyanyRAC.Theinstrumentinvestigators
willwriteprogramsthattheCDHFwilluseto processtheUARS
rawdataintoaformsuitableforscientificanalysis.EachPrinci-
palInvestigator(PI)fromthe UnitedStateswill receiveeithera
dedicatedRACortheshareduseof aRAC.Therearetwo PIsat
theJetPropulsionLaboratory(JPL),two attheLangleyResearch
Center,andtwo at the Universityof Colorado.Eachof these
siteswill haveoneRACfor shareduse.AnotherRACwill be
furnishedto the Co-Isfor the ParticleEnvironmentMonitor
(PEM)instrumentat Lockheed,PaloAltoResearchLaboratory.

MostRACswill havea dedicatedcommunicationslink.Theex-
ceptionsaretheISAMSteamandDr.White,whowill sharea
communicationslinkto England,andtheCLAESteamandPEM
Co-Is,whowillshareacommunicationslinkto Lockheedat Palo
Alto,California.RACsthat will beusedfor developingproduc-
tionsoftwarewillbeconnectedto theCDHFinearly1987.The
remainingRACswill beconnectedto the CDHFapproximately
18monthsbeforelaunch.

6.1.4 Synchronization of Instrument Operations with
Telemetry

Each instrument will receive a pulse coincident with the begin-
ning of an Engineering Minor Frame (EMIF) and a pulse coinci-

dent with the beginning of an Engineering Major Frame (EMAF).

Where feasible, each instrument will synchronize the control and

readout of data to these pulses so that: 1) The beginning of an
EMAF will coincide with the beginning of a measurement cycle

and 2) There will be an integral number of measurement cycles
per EMAF.
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6.1.5 Time Codes

There will be two time codes included in telemetry. One counter

serves as both a minor frame counter and a relative time clock.
This will not be reset. There is also an absolute time clock in-

cluded in OBC data in telemetry. This has an error of less than 10
milliseconds from universal time (UT).

6.1.6 Telemetry Readout

The 32 kbps science data will be continuously recorded onboard

the spacecraft. Each of the two observatory tape recorders can
store two orbits of 32 kbps data. A tape recorder will be played

back in reverse direction at 512 kbps through the Space Net-

work's Tracking and Data Relay Satellite (TDRS). Playback will

nominally be once per orbit. Real-time data at 32 kbps will also

be transmitted during the TDRS contacts. Both the playback and

the real-time data will use S-band single access channels, and

both will be forwarded as they are received from White Sands to
Goddard. The NASA Ground Terminal (NGT) at White Sands will

provide for data protection in the form of storage and replay in
-- case of line outage.

The transmission of real-time and playback data at 32 kbps and

512 kbps requires the pointing of a high-gain antenna on UARS

toward the appropriate TDRS. If a problem should temporarily

prevent the accurate pointing of the TDRS antenna, the teleme-

try system will be commanded to transmit the 1 kbps engineer-
ing data. These data would be transmitted through an

omnidirectional antenna system, again using TDRS services, to

the Project Operations Control Center (POCC).

6.1.7 Scientific Data Capture

Scientific data from tape recorder playbacks will be captured and

preprocessed at GSFC at an institutional data capture facility

(DCF). If one of the two flight tape recorders should fail, the DCF
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will receive,capture,andmergethereal-timedatawiththeplay-
backdata.Shouldbothflightrecordersfail, theDCFwill receive
onlythe real-timedata. In that event,contacttimewouldbe
limitedonlybytheavailabilityof theSpaceNetworkto provide
linksupport.Thepreprocesseddatawillbetransmittedfromthe
DCFto theUARSCDHFat GSFCfor processing.

6.1.8 Instrument Status Identification

The current status of each instrument will be telemetered to the

ground so that data processing may proceed without a knowl-

edge of instrument command history.

6.1.9 Availability of Correlative Data

The US National Meteorological Center and the British Meteoro-

logical Center will supply daily sets of atmospheric data from in-

situ and satellite measurements. The National Oceanic and

Atmospheric Administration (NOAA) will supply data from the

Solar Backscattered Ultraviolet Spectral Radiometer (SBUV) in-

strument flown on another spacecraft. Other correlative data

sources are one-time measurements from various sources such

as balloon, rocket, and shuttle flights.

6.2 Data Processing System Elements

Playback data from the observatory are relayed through TDRS to

the NGT at White Sands. Tracking data and the playback data

are forwarded from White Sands to Goddard using NASA Com-

munications (NASCOM) circuits. The tracking data are received

by the FDF where predicted and definitive orbit calculations are

made. The definitive orbit results are forwarded electronically by
the Flight Dynamics Facility to the CDHF.
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PlaybackdatafromWhiteSandsarecapturedintheDCFlocated
at GSFC.TheDCFarchivestherawdata,performsspaceand
groundlinkqualitychecks,reversesthedatato time-increasing
order,removesredundantdata,anddecommutatesandformats
thedatafortransmissionto theCDHF.

TheFDF,DCF,andCDHFexchangedatathrougha localarea
network.TheRACscommunicatewith the CMSthroughthe

-- communicationscontrollerin the CDHF.Thecommunications
controllerprovidesa gatewayto the CMS,andit lets the PIs
communicatewith the CMSusingnetworkprotocolanddata

I formatsuniqueto theRACmanufacturer,DIGITAL.

TheCDHFwill performthefollowingfunctions:

Scientificdata,engineeringandspacecraftdata,OBC
data,definitiveattitude,solarandlunarephemerides,
predictedanddefinitiveorbit,andcorrelativedatawill
be ingested,cataloged,andstored.

Thescientificdatawill thenbeprocessedto a form
suitablefor scientificanalysisusingprogramssup-
pliedbythePIs.Theprocesseddatawill alsobecata-
logedandstored.

A computationalcapabilityfor useby the investiga-
torswill beaccommodatedin theCDHF.

Databasemanagementsoftwareandvariousutility
routineswill beavailablein theCDHF.
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6.3 Requirements

6.3,1 General

The UARS ground data processing system will provide the timely

delivery of data products suitable for scientific analysis. It will
also satisfy the following objectives:

All meaningful instrument data will be processed

through Level 3A using software developed and vali-

dated by instrument investigators.

All Level 3A data will be processed to Level 3B.

All of the processed data will be available to the
UARS Science Team.

Following an algorithm validation period, the production process-

ing of instrument data to Level 3A by the CDHF will occur as

soon as feasible. Operational scenarios have not been developed
but a maximum time limit of 17 days has been set for production --

processing of data following its transmission to the ground. It is

expected that the actual processing delay will be less than 17

days.

Mapped, geophysical parameters, the final product of data pro-

cessing, will be maintained in on-line storage for the planned life --

of the mission. Investigators will interact with this central facility
using RACs. The primary criterion for the division of labor be-

tween the RACs and the CDHF is that routine processing and --
storage of data will occur in the CDHF, while the analysis of data

requiring human interpretation will occur at the RACs, following
the transfer of selected data to the RACs. The RACs will also be

used to develop the data processing software used in the CDHF.
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6.3.1.1 CDHF Software System/Production Program Interface

-- A UARS CDHF Software System (UCSS) will be developed for

use by the investigators in developing their data processing (DP)

programs. The UCSS will contain Fortran-callable routines to

_ open and close files, read orbit and attitude data, read and write

levels 0 and 3A data, catalog data files, initialize and terminate

the execution of DP programs, and perform various other utility
functions.

6.3.1.2 CDHF User Interface

A tree-structured "help" file will supply information for using the

CDHF system. The help file will include information regarding

the use of the data catalog, descriptions of data read/write rou-
tines, methods available for data transfer, descriptions of orbit/

attitude read/write routines, and so forth.

6.3.2 Data Definitions

6.3.2.1 Data Levels

Data from UARS instruments will undergo several processing

steps starting at Level 0 and progressing to Level 3. Data pro-

duced by Level N processing will be referred to as Level N data.

Level 0 data are raw telemetry data in which the data reversal,

quality check, editing, and decommutation functions have been

performed. As Level 0 data are created, data quality information
will be handled in two ways. A binary indication of data quality

-- for each Science Major Frame (SMAF) (or 1.024 seconds) will

be included with the Level 0 data. Also, a binary indication of

data quality for each Science Minor Frame (SMIF) (or 32 millisec-

_ onds) will be held in a separate quality data file.
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Level0 dataareprocessedinstepsto Levels1, 2, and3. Some
partsof the Level0 datasets arenot appropriatefor further
processing.Forexample,onlydatacollectedduringsunriseor
sunsetfromtheHALOEinstrumentwill beprocessedintohigher
leveldataproducts.

Forthoseinstrumentsthat remotelysensetheatmosphere,Lev-
el 1 datarepresentmeasurementsof radianceat particularin-
strumentsettingsof field-of-view,sampletime,andfiltervalue.
Level2 dataarethe geophysicalparametersof temperature,
winds,orgasconcentrationsthatarederivedfromtheradiance
measurements.Level2 dataarestill generallylocatedin time
andspacecommensuratewith instrumentpointingandsam-
pling.Level3AdataaregriddedLevel2 dataof verticalprofiles
on 65.536secondcenters.TheScienceTeamwill approvea
spatialgridfor creatingLevel3Bdatafromthe Level3A data.
ThegriddingPtwill developandvalidatethe Level3Bgridding
programs.

Thedefinitionsfor Levels1, 2, and3 datavarysomewhatfrom
the abovedefinitionfor the instrumentmeasuringthe particle
environment(PEM),andfor thetwo instrumentsmeasuringthe
solarenergyinputto the atmosphere(SOLSTICEandSUSIM)
sincedatafromthoseinstrumentsarenotrepresentedinanat-
mosphericgrid.

6.3.2.2 Time Codes

The UARS has a relative time code and an absolute time code

included in telemetry.

Relative Time Code

Included in UARS engineering data is a 24-bit binary counter that

increments by 1 count each EMIE The least significant 6 bits of
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thecounterareanEMIFcounter.Theseareallzerosfor thefirst
EMIFof anEMAF.Theentire24-bitcounterhasa resolutionof
1.024secondsanda rangeof morethan198 days.It canbe
usedfortimecorrelationanddataaccounting.

Absolute Time Code

The OBC computes and telemeters an absolute time code to the

ground in OBC data. Once each reporting period, the OBC will
add a time increment to the time code. The POCC will monitor

any drift in the clock and change the value of the increment as

necessary to maintain an absolute error of less than 10 millisec-
onds between the transmitted time code and UT, formerly called

-- Greenwich Mean Time (GMT). The time code will have two inte-

ger fields: millisecond and epoch year. The millisecond field con-

tains the number of milliseconds since the beginning of the

-- epoch year. Leap seconds will be _idded to the time code when

they occur.

6.3.2.3 Data Formats

Level 0 Data

-- Each logical Level 0 record will span one EMAF and have time,

data, and quality information. The time data will have the 3-byte

relative time code and the 8-byte absolute time code. The data

field will have either engineering data, OBC data, spacecraft da-

ta, or the data from one instrument for the 2048 SMIFs in an
EMAF.

The quality information will consist of two 8-byte groups: one

for parity information and one for zero-full information. The 64

parity bits correspond to the 64 SMAFs contained in the logical

record. A "0" indicates that no SMIFs in the corresponding
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SMAFhadaparityerror.A "1" indicates that at least one SMIF

had a parity error. A parity error means that the 2-byte cyclic

redundancy code contained in a SMIF does not agree with a
value computed on the ground from the SMIF data.

The 64 zero-fill bits also correspond to the 64 SMAFs contained

in the logical record. Here, a "0" indicates a complete logical
data record. A "1" indicates that at least one SMIF in the corres-

ponding SMAF had missing data that was filled in with zeros.

Quality Data

In addition to the ten instrument data sets, OBC data, and engi-

neering and spacecraft data, the DCF will send a file of quality
data to the CDHF. The quality data file will contain time and

quality information. A logical record will span one EMAF.

The time data will have the 3-byte relative time code and the 8-

byte absolute time code. The quality data will consist of 2048 -

bits (256 bytes) of parity error data and 2048 bits (256 bytes) of

zero-fill data. In each case, there is a one-to-one correspondence
between the 2048 bits and the 2048 SMIFs in an EMAF. For the -

parity error data, a "0" means no parity error and a "1" means

parity error in the SMIF corresponding to the parity bit. Similarly,
for zero fill data, a "0'" means no data gap. A '" 1" indicates that

the SMIF corresponding to the zero-fill bit was not received com- --

pletely and has been filled out with zeros. If there is a parity error

for a SMIE there is no way to determine which data in the SMIF
are bad.

Levels 1 and 2 Data

The format of Levels 1 and 2 data will be determined by the
instrument investigators whose software is used to produce the
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data. Investigators will document detailed data formats and data

peculiarities in a machine-readable form to aid other users of the
data. Any use of Level 1 or 2 data, however, should be coordi-

nated with the appropriate instrument investigator.

Level 3 Data

Fortran-callable routines will be available to read or write level 3A

data. Similarly, Fortran-callable routines will be developed to read
level 3B data.

Level 4 Data

Level 4 data consists of higher level analysis products using pro-
cessed data. The definition of the formats for Level 4 data are

the responsibility of the investigator producing the data. For data

of general interest, read routines developed by the PI, as well as
detailed data formats and data descriptions, will be included
with the data in a machine readable form. Use of the data should

be coordinated with the responsible investigator.

Attitude and Orbit Data

Attitude and orbit data will be available through Fortran callable

routines.

Correlative Data

A UARS PI will be responsible for each correlative data set main-

tained in the CDHF data base. Each PI will provide data descrip-

tion, formats, and Fortran-callable read routines to aid in the use

of the particular correlative data set.
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File Size

The time span for files for attitude, engineering, orbit, OBC, and
levels 0 and 3A data, is one day, starting at 0 hours, universal

time (UT). Level 3B files will also contain one day of data. Where

feasible, levels 1 and 2 data files should similarly span one day,

starting at O, to maximize ease of use and facilitate data compar-
ison.

6.3.3 DCF Requirements

6.3.3.1 DCF Input Data

During TDRS contacts, one of the two flight tape recorders will
be played back at 512 kbps and real-time data will be transmit-

ted at 32 kbps. The data will be forwarded by NASCOM from
the NASA ground terminal at White Sands to GSFC. The DCF

will capture and record the tape recorder playback data in the _

512 kbps channel. In case one of the two flight tape recorders

fails, the DCF will receive and capture both the 32 kbps real-time
data and the 512 kbps playback data to provide continuous data

coverage.

6.3.3.2 DCF Processing and Output Data

DCF data processing will include the following:

1. Calculations of Space Network block parity errors

and requests for retransmission of data from the

NGT at White Sands in case of line failure,

2. Reversal of tape recorder playback data to time-
increasing order,

3. Elimination of redundant data produced when both

flight recorders are recording,
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4. Calculationof the Cyclical RedundancyCode
(CRC)error-checkinginformationincludedin each
SMIF,

5. Editingof telemetrydataintoUARSEMAF,

6.Creation and accounting of zero-fill data as re-

quired to fill out missing data within one EMAF,
and

7. Decommutation of the UARS science telemetry
format.

The UARS science telemetry format will be decommutated by
the DCF into 15 data files. There will be one file for each of the

ten instruments, except for the SUSIM instrument. For SUSIM,

there will be two files, SUSIMA and SUSIMB, corresponding to

the two data systems in that instrument. There will also be one

file of OBC data, one of engineering data, one of spacecraft da-
ta, and one file that indicates quality information at the SMIF

level. Summary quality information at the SMAF level is included
in each of these files.

The blocking of data within each data set will correspond to one

EMAF. The position of each SMIF and SMAF within an EMAF
record will be based on the SMIF counters and relative time

codes.

In addition to normal science telemetry processing, the DCF will

perform quick-look processing of one playback per 8-hour shift.

The DCF will schedule which playback to use for quick-look pro-
cessing. The quick-look data will be forwarded to the CDHF

within 1 hour of receipt by the DCF. The quick-look data pro-

cessing will include the following:
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1. Reversal of tape recorder playback data to time-

increasing order,

2. Calculation of the CRC error-checking information
included in each SMIF,

3. Editing of telemetry data into UARS EMAF,

4. Creation of zero-fill data as required to fill out miss-
ing data within one EMAF, and

5. Decommutation of the UARS science telemetry
format.

The raw telemetry will be recorded at the DCF and archived for

one year. The most recent 7 days of playback data will be kept
locally in the DCF and will be made available to the POCC within

1 hour of a requested playback. Older data will be archived off-

line and a playback requested by the POCC will be available

within 1 day of the request.

During data receipt, the DCF will provide link quality status of
the tape recorder playback data to the POCC.

6.3.4 CDHF Requirements

6.3.4.1 CDHF Input Data

Scientific Data

The CDHF will receive a daily input of raw telemetry data from

the DCF for processing, storage, and analysis. Data will also be
received from the SBUV instrument on other missions. The fre-

quency of input for SBUV data has not been determined but it is

on the order of once per week.
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Quick-Look Data

-- For each 8-hour shift, the CDHF will receive, by electronic linl_,

one tape recorder playback that has been preprocessed by the

DCF. This quick-look data will nominally have about one orbit's

worth of data. The DCF will notify the CDHF 1 day in advance as

to which playbacks are scheduled by the DCF for transmission to
the CDHF as quick-look data.

Definitive Attitude

The CDHF will receive daily inputs of satellite definitive attitude

data by an electronic link from the Flight Dynamics Facility
(FDF).

Solar and Lunar Ephemerides

The means and frequency of receiving these data are to be de-

termined, as are their volume.

Correlative Data

Correlative data will consist of data from sources such as bal-

loon, rocket, and shuttle flights in addition to the input of daily

measurements from the National Meteorological Center (NMC),

and the possible input of satellite data from the British Meteoro-

logical Office. Correlative .data will presumably be received by
two methods. The data could be available at a RAC and be input

to the CDHF using the RAC/CDHF communications link. Alterna-
tively, a magnetic tape containing the data could be sent directly
to the CDHF. Details of the correlative data are to be determined

but it is estimated that the average volume of correlative data

will not exceed 5 megabytes (MB) per day on a continuing basis,

with varying inputs from aperiodic sources such as balloon
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flights.Correlativedatawillbeusedto validateandmonitordata
processingsoftware,to performspecificscientificstudies,and
to providetemperatureandpressureprofiledatafor datapro-
cessingprograms.

Data Processing Programs and Tables

Data processing source code along with any necessary data ta-
bles will be generated at the RACs and sent to the CDHF as files.

UARS Ephemeris Data

The CDHF will receive daily inputs of both predicted and defini-

tive satellite position data and velocity data by an electronic link.

Engineering, Spacecraft Housekeeping, and OBC Data

The CDHF will receive a set each of engineering, spacecraft

housekeeping, and OBC data each day.

Real-time Data

A study is underway to determine the feasibility and need for
receiving 32 kbps data from each TDRS contact in the CDHF for

access by instrument investigators at their RACs.
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6.3.4.2CDHF Processing Requirements

Science Data Processing

_ All Level 0 data are to be processed to Levels 1, 2, and 3 using

software supplied by the investigators. Nine months before

launch, an operational version of the software will be used with
test data so that CDHF operations personnel can become famil-

iar with the programs.

During an algorithm validation period after launch, the CDHF op-

erations crew will process a portion of the received data to de-

velop CDHF operations with flight data. During this phase, at

least 50 percent of the CDHF data processing resources will be

available to investigators to aid in algorithm validation. This aug-

ments the computational resources allocated to investigators.

After the algorithm validation period, the production processing
of instrument data will be initiated by CDHF personnel. Al-

gorithm validation will be on an individual instrument basis.

-- Following algorithm validation, the backlog of data since launch

will be processed along with then currently received data. The

system will be sized so that backlog data can be processed at
-- least as quickly as current data. This means that a 1-month

backlog should be worked off in 1 month or less. After algorithm

validation, the production processing of data is the responsibility

of CDHF operations personnel. The processing algorithms will
contain some tests for data reasonableness.

_ Improvements in algorithms or corrections of software errors

may lead to a reprocessing of data after production processing

has begun. Any decision to reprocess data will be made by the

Project Scientist on an individual instrument basis. Current plans
assume that there will be a final, complete reprocessing of data

before sending the Level 3 data to the National Space Science

Data Center (NSSDC) which is located at Goddard Space Flight
-- Center.
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Quick-Look Data Processing

The CDHF will receive one flight recorder playback each 8-hour

shift. The last three quick-look playbacks are to be held in disk

storage where they can be accessed by the RACs. Earlier quick-
look data sets will be erased. Raw, onboard estimates of attitude

will be extracted from the data for quick-look analysis.

Attitude Data Processing

A file of attitude sensor data and OBC attitude computational

results will be extracted from each OBC and engineering file re-
ceived from DCF. The attitude sensor data will be sent to the

FDF for processing into attitude results. Observatory attitude
and SSPP attitude information will be extracted from OBC data

and will be made available for use in the CDHF prior to the re-

ceipt of definitive observatory and SSPP attitude from the FDF.

Attitude interpolation routines and other utilities will be devel-

oped for general use.

Solar and Lunar Ephemeris Data Processing

The source of these data are to be determined, The data will be

cataloged and stored upon receipt for access by science data

processing programs.

Correlative Data Processing

In general, no processing of correlative data is planned other

than having it cataloged and stored upon receipt for access by
the Science Team.
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Data Processing Programs and Tables

The PI developed data processing programs and associated data

tables used for production processing will be cataloged and
stored.

Orbit Data Processing

Definitive and predicted orbit data will be received, cataloged,

and stored daily. Also, orbit interpolation routines will be devel-
oped for general use.

Engineering and Spacecraft Data Processing

Engineering data files and spacecraft data files will be cataloged

and stored with no further processing.

Archival Requirements

All cataloged data will be held in the CDHF for the life of the

mission on some form of machine-readable storage medium,

e.g., optical disk or magnetic tape. Some examples of cataloged
data files are:

-- All Levels O, 1, 2, and 3 data

--OBC, engineering, extracted attitude, and predict-
ed orbit data

-- Definitive orbit and attitude data

-- Solar and lunar ephemerides

-- Correlative data
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-- System software, including the data catalog

-- Data processing programs and associated data ta-

bles

The following data types will be copied to either optical disk or

magnetic tape and will be moved to safe storage within one

week of their receipt in the CDHF: Level 0 data, attitude and

orbit data, correlative data, system software, and data process-

ing programs with their associated data tables.

Once a month, Level 3 data not already in safe storage will be

copied to a magnetic tape or optical disk and moved to a safe

storage area.

Data Management Requirements

Software will be developed to catalog the following data types:

Levels O, 1, 2, and 3 science data, attitude and orbit data, solar

and lunar ephemerides, correlative data, and data processing

programs with their associated data tables. The catalog will con- _

tain characteristics of the data sets -- including description of

data contents, time span, format, quality, time of creation, and

program version used for processing. The catalog will be search-

able on at least the following keys: time, instrument, data level,

and measurement type. The results of a catalog search will indi-

cate the file name of any data files meeting the search criteria.

Subroutines will be developed by the applications software sys-

tem contractor to open and close a file, catalog a file, and read --
and write level 0 and level 3A data records. These subroutines

will be available to all investigators and will use record and file

management services supplied by the CDHF computer manufac-
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turerandthe RACmanufacturer.A usermayremotelyaccess
any file for whichhe has"read privileges"by usingservices
providedbytheVMSoperatingsystemandbytheDECnetcom-
municationssystem.

System Accounting Requirements

_ A log will be maintained of CDHF activity. The log is a manage-
ment tool and is not intended to log all operator key-ins. The

major reportable elements to be included are: RAC requests for

major activities, a synopsis of data transfer requests, and the

status of CDHF processing tasks.

ACRIM II Data Processing Requirements

Once a week, a magnetic tape will be mailed to the PI for the

ACRIM II instrument. The tape will contain ACRIM II Level 0
data, the best available attitude and orbit data, and selected en-

gineering data. These data sets will have the same time span.
w The data on each tape will include all data received since the last

tape was mailed.

Investigator-Initiated Computations

A computational resource will be available in the CDHF for use

by the investigators. This capability will be shared among the

investigators. It is not intended to support the execution of large

models or other large computational loads.

-- Observatory Status Log Processing

A status log will be generated which is a time-tagged list of

significant observatory changes. The log will be produced from
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OBC, engineering, and level 0 data. The time span of each log
will be one day beginning at 0 hours, UT. Input data contained in

SMAFs having either parity errors or fill data may be ignored.

Typical changes and events to be logged are:

ACS pointing mode

-- fine pointing (forwards/backwards)
-- safehold

-- roll maneuver (slew/point)

-- yaw maneuver (slew/settle)

SSPP pointing mode

- s'lewing

- pointing (solar/stellar)

Data gaps

-- loss of data for more than 10 minutes

Orbital events (sub-satellite point)

-- equator crossings

- South Atlantic anomaly entry/exit

-- light/dark terminator crossing

Instrument mode (up to 4 states per instrument, e.g.,
operate, calibrate, quiescent, off).

Attitude/Orbit Utility Processing

Utilities will be developed to provide, for a given time, satellite

position and velocity; satellite attitude; limb tangency point

given a view direction; position of sun, selected stars, and plan-

ets; and satellite orbital elements. Utilities will be developed to

provide the Earth's radius given a latitude (using an ellipsoidal
model), the start and stop times of a given orbit number, and the

orbit number at any given time.
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6.3.4.3 CDHF Output Requirements

w The CDHF has two classes of output data: scheduled outputs
and results available for output on demand. Data scheduled for

output will be sent to the NSSDC. The data catalog and all levels
3A and 3B data, will be sent to the NSSDC after final process-

ing. Levels 0 through 2 data will be sent to the NSSDC on re-

quest.

Demand-Access Data

Data products and reports may be accessed remotely by logging-
on to the CDHF computer and copying a file to a RAC. The data

catalog query capability will supply information about data files.

Data may be shared among users by RAC-to-RAC transfers or by
placing data in a user's area in the CDHF and making the data

available to others. This informal sharing of data is not con-
trolled. The following data types are managed by CDHF system
software and will be available for remote access from the CDHF

upon request:

-- Levels 0 and 3 data with read utilities

- Levels 1 and 2 data

-- Correlative data

-- Observatory and SSPP attitude with read utilities

-- Observatory position with read utilities

-- Solar, lunar, planetary, and selected star positions
with read utilities

-- Reports, including observatory status log, major

activities log, and data processing status and
schedule.
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6.3.5 RAC Requirements

Each RAC must perform several functions.

The primary function is to access the data base in the CDHF to

receive and store selected data sets for analysis. The data may
then be used for scientific analysis at the RAC, or they may be

input to a larger computer. This permits analyses beyond the __

capabilities of the RAC, such as the execution of global circula-
tion models.

Investigators who collect correlative data can use the RACs for

transferring those data to the CDHF for storage in the central
data base.

Instrument investigators and collaborative investigators will use

the RACs for the development of Levels 1, 2, and 3 processing
software.

After launch, instrument investigators will use the RACs to vali-

date their processing software prior to the start of production

processing. Following validation, the investigators will use the

RACs to verify that the data processing produces reasonable
results.

Another RAC function is to support flight operations by interfac-
ing with the CMS for instrument microprocessor maintenance

and instrument command and control. The baseline approach is

to provide this support through the the dedicated communica-
tions link between GSFC and the RAC.

Finally, the RACs can be used to access real-time data or quick-

look data. This will aid in determining instrument health and
safety as well as instrument performance.
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Anadditionalrequirementis that theRACfunctionsshouldbe
w ableto occursimultaneously.Becauseseveralof theRACfunc-

tionsrequirecommunicationswith theCDHF,RACcommunica-
tionscapabilitywillsupportseveralsimultaneoususersperRAC.
Thenumberof userswill be limitedonlyby DECnetcapability,
andnohardwareorsoftwarewillbeaddedto limitthatnumber.

6.3.6 Communications Requirements

DECnet will be used between the CDHF and the RACs. This

allows the use of well established vendor software at the RACs.

For those RACs that support data processing software develop-

ment, the baseline initial communications capability will have

the rate of 9600 bits per second. Because of packet overhead
and error-correction overhead, the effective data transfer rate

will be less.

--. About 18 months prior to launch, the remaining RACs will be

connected to the CDHF. At that time, several RACs already con-

nected to the CDHF will have their line speeds increased to 56

kbps. All RACs will continue to have communications capabili-

ties with the CDHF for one year beyond the end of useful ob-

servatory operations. The data rates for each RAC will be

determined at least 2 years prior to launch.

6.3.7 Data Access Requirements

The Science Team will have read privileges to all cataloged data.

Any RAC user will be able to access any data file in the CDHF for
which he has read privileges.

The final version of Level 3 data will be furnished to the NSSDC

for public dissemination. The time at which the final processing

step will occur will be determined by the Project Scientist.
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Appendix A: UARS Participants and Contractors

Program Office

Office of Space Science and Applications
Earth Science and Applications Division

NASA Headquarters Code E

Washington, DC 20546

Project Office

National Aeronautics and Space Administration

Goddard Space Flight Center

Flight Projects Directorate Code 430

Greenbelt, Maryland 20771

Contractor (Observatory)

General Electric Company

Astro-Space Division
P.O.Box 8555

Philadelphia, Pennsylvania 19101

Contractor (MMS & UASE)

Fairchild Space Company

20301 Century Boulevard

Germantown, Maryland 20874

Consultant (to GSFC)

Computer Technology Associates, Inc.
7501 Forbes Boulevard, Suite 201

Lanham, Maryland 20706
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Instruments

University of Michigan (HRDI)

Space Physics Research Laboratory
2455 Hayward

Ann Arbor, Michigan 48109

York University (WINDII)

Centre for Research in Experimental Space Science
4700 Keele Street

Downsview, Ontario, Canada
M3J 1 P3

University of Colorado (SOLSTICE)

Laboratory for Atmospheric and Space Physics

Boulder, Colorado 80309

Naval Research Laboratory (SUSIM)

Solar Physics Branch
Code 4160

Washington, DC 20375

Southwest Research Institute (PEM)

Department of Space Sciences
P.O.Drawer 28510

San Antonio, Texas 78284

Jet Propulsion Laboratory (ACRIM II)

4800 Oak Grove Drive

Mail Stop 171-400

Pasadena, California 91103

Lockheed Palo Alto Research Laboratory (CLAES)

Department 97-90, Building 201
3251 Hanover Street

Palo Alto, California 94304
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Universityof Oxford(ISAMS)
Departmentof AtmosphericPhysics
ClarendonLaboratory
OxfordOX13PU
UnitedKingdom

JetPropulsionLaboratory(MLS)
4800OakGroveDrive
MailStop168-314
Pasadena,California91103

NationalAeronauticsandSpaceAdministration(HALOE)
LangleyResearchCenter
MailStop401B
Hampton,Virginia23665-5225

Contractor (CDHF Software)

Computer Sciences Corporation

System Sciences Division

4600 Powdermill Road

Beltsville, Maryland 20705

Contractor (CDHF Hardware)

Science Systems & Applications Inc.
10210 Greenbelt Road

Suite 640

Lanham, Maryland 20706
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Appendix B: List of Abbreviations and Acronyms

A/D

AAS

ACE

ACR

ACRIM II

ACS

AD&C

ADC

AEM

AFD

ATK

AXIS

BCU

BER

bps
BPA

BRF

C&DH

C/T

CAL

CCD

CCE

CDB

CDH

CDHF

CEP

CGG

CLAES

CMD

CMS

CPU

CRC

CSC

CSS

CU

Analog-to-Digital Converter (HALOE)

Auxiliary Array Switch

Attitude Control Electronics

Active Cavity Radiometer

Active Cavity Radiometer Irradiance Monitor II

Attitude Control System

Attitude Determination and Control

Analog-to-Digital Converter (HRDI)

Atmospheric Explorer Mission

Aft Flight Deck

Auxiliary Tank Kit

Atmospheric X-Ray Imaging Spectrometer

Bus Coupling Unit

bit error rate

bits per second

Bus Protection Assembly

Band Reject Filter

Communication and Data Handling

Command Telemetry
calibration

Charge Coupled Device

Capacitively Controlled Etalon (HRDI)
Correlative Data Basis

Communication and Data Handling

Central Data Handling Facility

Central Electronics Package (PEM)

Command Generation Group

Cryogen Limb Array Etalon Spectrometer
command

Command Management System

Central Processing Unit

Cyclical Redundancy Code

Computer Sciences Corporation
Coarse Sun Sensor

Central Unit
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D

D2
DCF

DEC

DECnet

deg
DSN

EED

EMAF

EMIF

EPROM

ESAM

EU

eV

FDF

FHST

FMDM

FOT
FOV

FSS

ft

GE

GEA

GFE

GHz
GMT

GSE

GSFC

GSTDN

H2
HALOE

HEPS

HGA

HGAS

day
deuterium

Data Capture Facility

Digital Equipment Corporation
Digital Equipment Corporation Network

degrees

Deep Space Network

Electro-Explosive Device

Engineering Major Frame

Engineering Minor Frame

Electronically Programmable Read-only Memory
(HRDI)

Earth Sensor Assembly Module

Expander Unit, Electrical Unit
electron volt

Flight Dynamics Facility
Fixed-Head Star Tracker

Flexible Multiplexer Demultiplexer

Flight Operations Team
Field of View

Fine Sun Sensor

foot, feet

General Electric

Gimbal Electronics Assembly (HALOE)

Government-Furnished Equipment

gigahertz
Greenwich Mean Time

Ground Support Equipment
Goddard Space Flight Center

Ground Spaceflight Tracking and Data Network

hydrogen
Halogen Occultation Experiment

High Energy Particle Spectrometer

High-Gain Antenna

High-Gain Antenna System

B-2



HR
HRDI
HRS
HV
HVPS
HVU
Hz

I&T
I/O
IFD
IGSE
IM
IPD
IRU
ISAMS

JIS
JISWG
JPL
JSC

K
kbps
KCRT
kg
km
KSC
kw

LAAM
LANDSAT
LaRC
lat
Ib
LIMS

LR

HighResolution(HRDI)
HighResolutionDopplerImager
hours
HighVoltage
HighVoltagePowerSupply(PEM)
HighVoltageUnit(PEM)
hertz

IntegrationandTest
input/output
In-flightDisconnect
InstrumentGroundSupportEquipment
InstrumentModule
ImagePlaneDetector(HRDI)
InertialReferenceUnit
ImprovedStratosphericandMesospheric
Sounder

Joint Integrated Simulation

JIS Working Group

Jet Propulsion Lab

Johnson Space Center

Kelvin

kilobits per second

Keyboard Cathode Ray Tube

kilogram
kilometer

Kennedy Space Center
kilowatt

Limb Acquisition Adjustment Mirror (CLAES)

Land Monitoring Satellite

Langley Research Center
latitude

pound

Limb Infrared Monitoring of the Stratosphere
(HALOE)

Low Resolution (HRDI)
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m

MA

MACS

MAG

matm

MCC-H

MEPS

MHz

MI/ITE

min

MIPS

MLS

mm

MMS

MO

MO&DSD

MOR

MPG

MPS

MR

MSOCC

MSS

MTS

N

NASA

NASCOM

NBTR

NCC

NEPS

NGT

NIE

nm

NM

NMC

NMEPS

meter

Multiple Access

Modular Attitude Control Subsystem

Magnetometer (PEM)

milliatmosphere

Mission Control Center-Houston

Medium Energy Particle Spectrometer

megahertz

Michaelson Interferometer/Inner Thermal

Enclosure (WlNDII)

minute

million instructions per second

Microwave Limb Sounder

millimeter

Multimission Modular Spacecraft

month

Mission Operations and Data Systems

Directorate

Mission Operations Room

Mission Planning Group

Modular Power Subsystem

Medium Resolution (HRDI)

Multisatellite Operations Control Center

Module Support System

Magnetic Torquer System

night

National Aeronautics and Space Administration

NASA Communications Network

Narrow-Band Tape Recorder

Network Control Center

Nadir Energetic Particle System

NASA Ground Terminal

NEPS Interface Electronics (PEM)

nanometer

Nautical Miles

National Meteorological Center

Nadir Medium Energy Particle Spectrometer
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NOAA

NRL
NSI
NSP
NSSC
NSSDC
nT

OAD
OBC
OSCF
OSSA

PAD
PCU
PDI
PDSU
PEA
PEM
PI

PM
PM-1A
PMP
PMT
POCC
PPM
PPS
PRM
PRU
PSP
PSS
PSU
PZT

RAC
RF
RFIB
RIU

NationalOceanicandAtmospheric
Administration
NavalResearchLaboratory
NASAStandardInitiator
NASASupportPlan
NASAStandardSpacecraftComputer
NationalSpaceScienceDataCenter
nanotesla

OrdinanceActivatedDevice
On-boardComputer
OperationsSupportComputingFacilty
Officeof SpaceScienceandApplications

PulseAmplifierDiscriminator
PowerControlUnit
PayloadDataInterleaver
PowerDistributionSwitchingUnit
PlatformElectronicsAssembly(HALOE)
ParticleEnvironmentMonitor
PrincipalInvestigator;PayloadInterrogator
(STS)
PropulsionModule
PropulsionModule
Pre-ModulatorProcessor
PhotomultiplierTube(HRDI)
ProjectOperationsControlCenter
partspermillion
ProgrammedPowerSupply(PEM)
PyroRepeaterModule
PowerRegulatorUnit
PayloadSignalProcessor
PlatformSunSensor
PowerSwitchingUnit
PiezoelectricTransducer(HRDI)

RemoteAnalysisComputer
RadioFrequency
RFInterfaceBox
RemoteInterfaceUnit
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RMS
ROEU
ROFU
ROM
RPU
RT

S/C
SA
SAD
SADAPTA
SADDE
SADFDC

SAGE
SAMS
SARDJ

SBUV

SC&CU
SCA
SCCU
SCIU
SDVF
SMA
SMAF
SMIF
SMM
SN
SOC
SOLSTICE
SPRU
SPIF
SRAM
SSA
SSP
SSPP
STACC

RemoteManipulatorSystem(STS)
RemotelyOperatedElectricalUmbilical
Remotely-OperatedFluidUmbilical
Read-onlyMemory
RemotePowerUnit
RemoteTerminal

Spacecraft
SingleAccess;SolarArray
SolarArrayDrive
SolarArrayDriveandPowerTransferAssembly
SolarArrayDriveandDeploymentElectronics
SolarArrayDriveFailureDetectionand
Correction
StratosphericAerosolandGasExperiment
StratosphericandMesosphericSounder
SolarArrayRetention,Deployment,and
JettisonParts
SolarBackscatteredUltravioletSpectral
Radiometer
SignalConditioningandControlUnit
SignalConditioningAssembly
SignalConditioningandControlUnit
SpacecraftInterfaceUnit
SoftwareDevelopmentandValidationFacility
S-BandMultipleAccess
ScienceMajorFrame
ScienceMinorFrame
SolarMaximumMission
SpaceNetwork
SimulationOperationsCenter
SolarStellarIrradianceComparisonExperiment
StandardPowerRegulatorUnit
Shuttle/POCCInterfaceFacility
StaticRandomAccessMemory(HRDI)
S-BandSingleAccess
StandardSwitchPanel
SolarStellarPointingPlatform
StandardTelemetryandCommand
Components
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STINT

STS

SUSIM

SWG

SYNC

T-0
TAM

TBD

TBR

TCS

TDRS

TDRSS

TE

TLM

UARS

UASE

UCSS

UK

UTTS

UV

V

VAX

VDC

VME

VMS

W

WlNDII

WSGT

XPDR

ZEPS

ZMEPS

Standard Computer Interface Unit

Space Transportation System

Solar Ultraviolet Spectral Irradiance Monitor

Science Working Group
synchronizatioq

Time Zero (Umbilical)

Three-axis Magnetometer
To Be Determined

To Be Resolved

Thermal Control Subsystem

Tracking and Data Relay Satellite
TDRS System
Thermal Electric

telemetry

Upper Atmosphere Research Satellite

UARS Airborne Support Equipment
UARS CDHF Software System

United Kingdom (MLS)

UARS Training and Test Simulator
ultraviolet

volts

Virtual Address Extension

Volts Direct Current

Vector Magnetometer Electronics (PEM)

Virtual Memory System

watts

Wind Imaging Interferometer
White Sands Ground Terminal

Transponder

Zenith Energetic Particle System
Zenith MEPS
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